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Понимание взаимодействия генов играет важную роль в анализе сложных биоло-
гических систем. С помощью дискретной аппроксимации моделируются генные се-
ти посредством системы линейных дифференциальных уравнений с использованием
microarray data дрожжей Saccharomyces cerevisiae. Эти сети анализируются с помо-
щью алгоритма Дейкстра. Создана специальная сеть, которая состоит из восьми ге-
нов, участвующих в метаболизме гликогена в дрожжах. Построенная сеть иллюстри-
рует небольшой пример обработки данных microarray экспериментов. Сделан вывод
о способности алгоритма Дейкстра показывать максимальное взаимодействие генов
в генных сетях и выбирать ключевые гены, имеющие важнейшее значение. Сделан
обзор будущих исследований.

Introduction

Advances in microarray technology have allowed mass generation of gene-expression data where
gene-expression levels of thousands of genes can be measured in parallel and simultaneously in
one single experiment [17, 20]. This high-throughput technique gives a detailed picture of the
gene interactions based on their expression level, in contrast to the classical molecular methods
such as northern blotting [2], differential display [16] and serial analysis of gene expression

(SAGE) [24] which only enabled us to focus on one gene or a limited number of genes at
one time. These well-known methods require very much laborious work and hardly provide an
insight of the interactions among many genes.
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Generally, the microarray technique is based on the hybridization between complementary
nucleic acids which is the core capability of molecular biology as reviewed by [22]. A microarray
consists of a collection of nucleic acid sequences immobilized onto a solid support or matrix
such as a glass slide. These unique and known sequences which are individually spotted on a
single matrix are called targets. In microarray experiments, mRNA is isolated from a sample
and labeled with fluorescence dye via reverse transcription. The labeled sample is called probe,
and it consists of thousands of different labeled nucleic acid fragments. The labeled fragments
in the probe are then hybridized to their immobilized complementary targets on the microarray
in order to form duplexes and hence, signals are produced. The measurements of the intensity
of the fluorescence signals reflect the amount of each specific fragment in the probe, which
corresponds to a known sequence or gene in the target.

Typically, in one microarray experiment, two probes which represent mRNA populations
of two different cells, for instance, healthy cell and cancerous cell, are labeled with different
fluorescence dyes. Comparative analysis of the intensity of these fluorescence signals, which
are associated with each spot on the microarray, provides the relative abundance of specific
sequence or gene in each sample. Hence, the gene-expression ratios which are obtained from
these analyses indicate the cell state and activity of genes.

The microarray technique provides two types of information about gene-expression patterns
[8]. Firstly, the expression pattern tells about the type of tissue(s) where the expression of one
gene occurs and, secondly, the relation of the expression pattern of one gene with other genes.
Data accumulated from microarray experiments help biologists to elucidate the cellular response
of a cell, tissue, or organism to many different environments, developmental stages and genetic
stimuli. In addition, the observed gene-expression patterns help biologists to investigate the
underlying gene regulatory pathways.

One of the most challenging problems in molecular and cellular biology is to infer the
underlying gene regulatory networks at the system level. There are many ways to define a
genetic network. Generally, a genetic network is defined as a collection of molecular components
such as a group of genes in which the individual gene can influence or change the activity of
other genes [14, 25]. A cellular function is then carried out collectively by the interaction
between these genes.

Many attempts have been performed to infer gene regulatory networks. Various approaches
are available for modeling a genetic network mathematically such as differential equation models
[4, 11], linear models [23], neural networks [26], Bayesian networks [9] and Boolean networks
[13]. These approaches require different levels of abstraction details.

1. Mathematical Modeling of A Genetic Network

In mathematical modeling, a genetic network can be inferred from the gene-expression data by
fitting the gene-expression data into a mathematical model in order to get best-fit parameters.
In this study, the mathematical model, given by a system of linear differential equations, is
implemented to represent gene-expression data in order to generate a genetic network. Thus,
data from gene-expression analysis such as microarray data are modeled mathematically using
a system of linear differential equations as described in Eq. (1):

Ė(t) = ME(t). (1)

We remark that in [10, 11] the more general model Ė(t) = M(E)E(t) has been considered
from both the aspects of modeling and stability. The right-hand side of Eq. (1) consists of
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a matrix M and a function E(t). The matrix M is a coefficient matrix that describes the
interactions between the genes. It is an nxn matrix, where the rows and columns represent the
n genes. The entries in M , namely mij, where i, j ∈ {1, 2, . . . , n}, are called the coefficients
of the system of linear differential equations. These coefficients are used to generate a genetic
network, and we try to investigate them in this study. Normally, these coefficients are fixed
and the generated networks are static networks. An element of M , mij represents the effect or
influence of gene j on gene i.

In the modeling of a genetic network, all expression-data are represented as column vectors
with n genes as the elements of each vector. Thus, E(t) describes the gene-expression patterns
at a particular time t. The components in E(t) actually represent the expression level of
individual genes that can be obtained from microarray data. In other words, E(t) contains
the concentration of mRNA as a function of time. The left-hand side of Eq. (1) consists of the
derivative of E(t), i.e., Ė(t). Thus, Ė(t) represents the change of gene-expression patterns with
infinitesimally small changes of time.

In order to yield best-fitting parameters, we designed a mathematical model in which the
expression data from microarray experiments can be fitted well into that model. The model
itself actually represents the function (problem) of linear differential equations. An agreement
between gene-expression data and the model with a particular choice of parameters must be
achieved. Thus, the parameters of the model are adjusted to achieve a minimum in the function.
The process of this adjustment is a problem of minimization in many dimensions. The model
was approximated using discrete least squares approximation [3, 15]. This approximation is a
minimization problem of the sum of squared errors which is represented in the following form:

min
M∈Rnxn

`−2∑
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subject to mij ≥ 0 for all i 6= j and mii ≥ λ for all i. The given value λ ≤ 0 represents the
natural decrease in the concentration of mRNA between two time steps. The vector norm ||.||
can be considered as the Euclidean distance. The result of this minimization problem allows
the generation of genetic network. (The algorithm of calculating M has been implemented in
MATLAB.)

In the mathematical modeling of gene-expression data from microarray experiments, the
system of linear differential equations was replaced with a system of difference quotients in
order to find mij [5]. The discrete least squares approximation (or data fitting) of the finitely
many difference quotients as described in Eq. (2) are a problem of minimization and represent
the right-hand side of Eq. (1):
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On the right-hand side of Eq. (3), Êk represents the measurement of expression level of

all genes in one microarray experiment at time
∧

tk for all k ∈ {0, 1, . . . , l − 1}, and l is

the number of Êk measurements. On the left-hand side of Eq. (3),
˙̂
Ek approximates Ė at a

time
∧

tk. We consider time-step lengths
∧

hk =
∧

tk+1 −
∧

tk (k ∈ {0, 1, . . . , l − 2}). By inserting
the finitely many measured expression vectors and difference quotients into our discrete least
squares approximation and solving this approximation with respect to M , we get our system
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Eq. (1) of differential equations. Its solutions are trajectories over a considered time-interval,
or just over all real numbers (complete time axis). Furthermore, the right-hand side of Eq.
(1), i.e., ME, also allows the generation of a network. In comparison with [5], we minimized
the sum of squared errors, a function in the variable M , to get a best model that describe the
gene-expression data from microarray experiment.

2. Genetic Network Analysis

In order to construct a genetic network, we consider a gene-interaction matrix, M , as our
foundation. The coefficients of mij are used for network generation and they represent strong
or weak interactions between genes. By solving least squares approximation as explained in
Section 2, M was obtained. In [10, 11], a transformation problem into a linear model for standard

Gaussian approximation is presented, and, an algorithm based on this transformation problem
has been implemented in MATLAB to get the best-fitted model. The result of the minimization
problem is our matrix M in which the coefficients are used to generate a genetic network.

By definition, a genetic network is represented as a directed graph (digraph). A directed
graph (or network) G = (V,A) consists of a finite set V of nodes (vertices) and a subset A
of arcs of the cross product of V × V [1]. An arc a ∈ A is an ordered pair of distinct nodes
(v1, v2) ∈ V × V in the digraph. In a genetic network, the nodes represent genes and the arcs
represent the interactions between the genes. An arc a = (v1, v2) connects two nodes, v1 and
v2, and it is attached with a value which represents the influence of the first node v1 (gene 1)
on the second node v2 (gene 2) in genetic networks.

Generally, two types of information need to be stored when representing a network, i.e.,
(1) the network topology (node and arc structure of a network), and (2) data associated with
the nodes and arcs of a network such as values on the arcs. In this study, the starting point is
the matrix M which is an adjacency matrix. Each row and column in this matrix corresponds
to one gene in the genetic network. Each numerical value of the matrix entries represents
interaction between genes. The matrix entries with zero value corresponds to no interaction
between the genes. The smaller the absolute value of the matrix entries, the less is the influence
or interaction between genes.

In genetic networks, an implementation of Dijkstra’s algorithm finds the shortest paths,
the path(s) with the minimum nonnegative value of distance (weight) from one chosen gene to
all genes which are connected to that chosen gene along a path in the network [7]. The path is
defined as a sequence of arcs or nodes without any repetition of nodes [1]. We note that shortest
paths need not uniquely exist in the digraph. In order to use Dijkstra’s algorithm to search for
the shortest path in the network, the adjacency matrix is transformed into another matrix M ′.
The transformation of the entries in the adjacency matrix into the entries in the transformed
matrix is described as followed. Let us call the entries in matrix M = (mij) and the entries in
transformed matrix M ′ = (m′

ij), then m′

ij := 1/mij, if mij 6= 0, and m′

ij := ∞, if mij = 0. The
smaller the absolute value of the entries of the transformed matrix, the higher is the influence
between interacting genes. The transformed matrix M ′ was used to find the shortest paths in
the network via Dijkstra’s algorithm.

In this algorithm, we have to choose a start node which corresponds to one gene. Let us,
for example, choose gene s as the start node in the network. Then, Dijkstra’s algorithm will
iterate the search for the shortest path from s to all the genes in the network. During the
iteration, s is assigned a value of zero. This algorithm will search for the connecting arcs from
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s to other genes. Among these arcs, the arc with minimal value attached to it will then be
selected. After one neighbouring-gene with a minimal value of the arc is selected, s is marked
permanently with distance of zero while other genes in the network are marked temporarily with
the chosen upper-bound value. That neighbouring-gene which has been selected will be given
a new distance value. The new distance value is the summation of the value of the start-gene
and the value of the arc that connects the start-gene to one or more neighbouring-genes. The
value of the new distance will be chosen and updated if it is lower than the upper-bound value
of that neighbouring-gene. Then, the predecessor list will store the predecessor gene to that
neighbouring-gene. The neighbouring-gene is now marked permanently while the remaining
genes in the network are still unmarked permanently. At each iteration, the label of a gene i is
its shortest distance from s along a path whose internal genes are all permanently labeled. The
internal genes are genes different from s or the gene i itself. The iteration process continues
the search for the next neighbouring-gene which is marked temporarily with a minimal value
of the arc. The algorithm will stop once all reachable genes from s in the network have been
permanently marked or searched. The output of finding the shortest path from s to all genes in
the network by Dijkstra’s algorithm consists of (a) the distance of reachable gene(s) (distance-
value), and, (b) the predecessor list for each gene in the network. A pseudocode of Dijkstra’s
algorithm is given in [1].

Two important features of Dijkstra’s algorithm are the starting point or gene and the
value of the arc. The starting point determines the shortest path(s) from one fixed node to
all existing nodes in the network. Analysis of genetic network by Dijkstra’s algorithm can be
executed when changing the start-gene. If the start-gene is changed, the search output may be
changed as well. Dijkstra’s algorithm finds the shortest path(s) from the changed start-gene to
all reachable genes connected with it in the same network. In other words, the shortest path(s)
connecting the start-gene to all genes in the network changes as well. Thus, different shortest
paths would be obtained.

Another analysis of genetic network by Dijkstra’s algorithm is to delete one node or gene
from the network and look for any existing path(s) in the network. In this case, we have to
look at the connectivity, or topology, of the network. If one gene is deleted from the network,
the connectivity of the network has to be checked whether the network exists as one or more
connected components. If the network is still connected after deletion of one gene, then the
deleted gene does not play a vital role or has little effect in the network. If the network is split
into several connected components, the deleted gene may have a greater effect in the network.
In order to use Dijkstra’s algorithm in the network with one deleted gene, the row and column
corresponding to the deleted gene have to be deleted from transformed matrix.

3. Discussion

The inference of genetic networks using gene-expression data has been performed using many
mathematical formalisms such as Boolean, Bayesian, linear equations, differential equations and
neural network. These inferences of genetic network provide an insight into the underlying gene
interactions and gene regulation of metabolic pathways in the living organism. It also shows
how manipulation of data can be done using various approaches. These data are accumulated
from the high-throughput microarray technique. Hence, sophisticated computational tools can
be developed to facilitate rapid and comprehensive analysis of large amounts of biological data.

Gene-expression data is rich of information that could be used to discover the higher-order
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structures of an organism and even interpret its behavior. Many computational tools have been
developed to extract useful and functional information from the gene-expression data. In this
study, a model based on a system of linear differential equations has been used to analyze
gene-expression data. The building of genetic network via this model has been represented by
a directed graph consisting of nodes connected by arcs. The nodes correspond to the genes in
the network while the arcs correspond to the gene-gene interactions.

It is known that often gene regulatory networks are sparse networks in which most coefficients
are expected to be zero [5]. With the many zeros in the network, we can reduce a bigger
network into smaller networks, called subnetworks. We propose to investigate a given real
and big network by firstly analyzing a number of smaller networks contained in the big
network. These smaller networks are found by discrete least squares approximation, reveal a
high connectedness. In many cases, subnetworks actually are considered as subnetworks of the
big network. Often subnetworks actually represent connected components in the big network
(or connected components up to the deletion of a few arcs in that given network). Due to the
connectedness, Dijkstra’s algorithm can be applied to these subnetworks.

The value of the arc plays a role in determining the type of the network, i.e., static and
dynamical. If the value of the arc is fixed, the produced network is static. A dynamical network
is only obtained when the value of the arc is not fixed. In this study, a static network is generated
due to the consistency of the matrix M which is independent of E. Thus, the value of the arc
in the generated network is fixed and it represents the influence of one gene towards the other
adjacent genes. For dynamical networks, where the data on the arcs change in time, a dynamic
version of Dijkstra’s algorithm is helpful. Such a version is, e.g., used in analogous problems
of traffic regulation and implemented at the Center for Applied Computer Science (ZAIK),
University of Cologne. The utilization of dynamic algorithms in our field of bioinformatics is
left for future research.

In this study, temporal pattern of gene-expression data has been used to infer a genetic
network. These gene-expression data are obtained from microarray experiments of yeast Saccha-

romyces cerevisiae which are involved in the diauxic shift from anaerobic to aerobic metabolism
upon depletion of glucose [6]. During this diauxic shift process from fermentation to respiration,
the cell states of yeast were correlated to the changes in the expression levels of many genes in
fundamental cellular processes such as protein synthesis, carbohydrate metabolism and glycogen
metabolism. We infer a genetic network using microarray data from yeast [6]. The inference
of genetic networks involves modeling of expression-data using a system of linear differential
equations and the transformed matrix is computed in MATLAB.

The generated network consists of eight nodes which represent the genes involved in the
glycogen metabolism pathway as described in Fig. 1. These genes encode for enzyme treha-
lase (NTH2 ), trehalase-6-phosphate synthase (TPS3 ), UTP-glucose-1-phosphate uridylyltrans-
ferase (UGP1 ), UDP-glucose-starch glucosyltransferase (GSY2 ), 1,4-glucan branching enzyme
(GLC3 ), glycogen phosphorylase (GPH1 ), phosphoglucomutase (PGM1 ), and hexokinase1
(HXK1). The generated network has then been analyzed by finding the shortest path using
Dijkstra’s algorithm, which has been written in Python [19]. The analysis of the generated
network shows that the network is connected but not complete. The generated network consists
of one connected component. A connected network is defined as a network where for every pair
of nodes in the network there is a connecting path in the corresponding undirected graph. In a
complete network for each pair of nodes there is a connecting arc.

Further analysis of the generated network with Dijkstra’s algorithm shows that the node
which corresponds to that gene which encodes enzyme glycogen phosphorylase, GPH1, plays an
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Fig. 1. Glycogen metabolism pathway in yeast Saccharomyces cerevisiae. The square box (¤)
represents the substrates (or products) involved in glycogen metabolism and circle box (©)
represents genes involved in glycogen metabolism. (Abbreviation: NTH2, trehalase; TPS3, trehalase-6-
phosphate synthase; UGP1, UTP-glucose-1-phosphate uridylyltransferase; GSY2, UDP-glucose-starch
glucosyltransferase; GLC3, 1,4-glucan branching enzyme; GPH1, glycogen phosphorylase; PGM1,
phosphoglucomutase; HXK1, hexokinase 1.)

important role in the glycogen metabolism pathway. Deletion of this gene causes the generated
network to be disconnected and split into several connected components. Moreover, there is no
path anymore that connects all the genes in the generated network when this gene is deleted.
The deleted gene encodes enzyme GPH1 which is involved in the glycogen catabolism or the
breakdown of glycogen to produce glucose-1-phosphate (G1P).

The intermediate, G1P, is an important substrate for glycogen synthesis and also for the
glycolysis pathway. The information deduced from the network without this gene could be
used for drug targeting and also for gene therapy for those who have diseases associated
with glycogen metabolism. This small network illustrates that we are able to deduce useful
information from the analysis of the genetic network using Dijkstra’s algorithm. We hope that
Dijkstra’s algorithm will be able to draw out useful information on system level from bigger
networks. The glycogen metabolism pathway is just one small example of using Dijkstra’s
algorithm to infer information on cellular level.

The advantages of using a differential equations model for inference of a genetic network
are lying in quantitativeness, causality and computational tractablility. Interactions between
genes can be reflected quantitatively in terms of this system. The set of differential equations
describes gene interactions in an explicitly numerical or time-discretized way. It also describes
the causality relationship between genes where a coefficient of the matrix, mij, is corresponding
to the effect of gene j on gene i. The inferred network can be linked to other simulation or
visualisation tools, e.g., Graph Animation Toolbox (GATO) [21], and Genomic Object Net [18].
Thus, it is computationally tractable.

Information derived from the genetic network analysis using Dijkstra’s algorithm provides
an insight about the underlying interactions between genes. Dijkstra’s algorithm is able to show
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the maximum interactions of genes in the genetic network and select groups or sets of key genes
that may play an important role in certain metabolic pathways based on the shortest path. The
output of the network analysis with Dijkstra’s algorithm provides an idea about how influential
the interacting genes are and also shows the preferred path(s) from the start-gene to all the
reachable genes in the genetic network. These genes are correlated with proteins or enzymes in
the metabolic pathway. We hope that the inference of genetic networks by Dijkstra’s algorithm
may lead to some information about the correlation between transcriptome and proteome or
metabolome.

The smaller values of the output of Dijkstra’s algorithm, i.e., shortest paths indicate higher
interaction between genes in the network. The outputs of Dijkstra’s algorithm, multiply applied,
also deduces whether there may be only one or more existing paths with the same minimum
distance that connect two specific genes. The highly influential genes are believed to have more
control in the preferred pathways, for instance, in the glycogen metabolism pathway. Therefore,
we could have an idea about which gene(s) plays an important role in that metabolism pathway
based on Dijkstra’s algorithm.

Further analysis of the genetic network with Dijkstra’s algorithm such as deleting one gene
from the generated network provides an insight about which specific gene among the highly
influential genes in the selected pathway has more control for genetic manipulation or is a
target for drug discovery. This deduction is based on the topology of the network once one or
several genes are deleted from the generated network. If there is no connectedness among the
highly influential genes, then this deleted gene may have more control than the other highly
influential genes in the generated network.

The main reason for understanding or unlocking the genetic network via a path-finding
algorithm, e.g., here Dijkstra’s algorithm, is to provide the opportunity for pathway manipulation.
Each gene or a group of genes is involved in a certain metabolism. By looking at the interaction
of genes that are involved in a certain metabolic pathway, we can manipulate the pathway
to overproduce needed compounds or products or use it for targeting critical steps in the
metabolism pathway for drug discovery.

Conclusion

Dijkstra’s algorithm is helpful for inferring the underlying interaction of genes in order to gain
an insight about the pathway structure in a metabolism based on the maximum interaction of
genes. Therefore, a preferred route for genetic manipulation and drug target can be generated.
This approach will hopefully have a significant use in the data mining of microarray data in
order to gain useful information.

At Middle East Technical University (Ankara), the mathematical modeling given by Eq.
(1) is becoming generalized by admitting discontinuities in the trajectories and in the right-
hand side (together with Marat Akhmet). Herewith, we want to take account of the mixed
continuous-discontinuous character of nature. In future, we want to apply further mathematical
modeling methods coming from statistical learning ([12]; with Hakan Öktem), represent the
mutual influence between genes not only by coefficients mij but by intervals (in terms of fuzzy
logics), and apply Dijkstra’s algorithm in its dynamical version.
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