BbruuciuresbHbIEe TEXHOJIOTUN Tom 13, Ne 6, 2008

Towards a combination of interval
and ellipsoid uncertainty®

V. KREINOVICH
Department of Computer Science University of Texas at El Paso, USA
e-mail: vladikQutep.edu

A. NEUMAIER
Universitit Wien, Austria
e-mail: Arnold.Neumaier@univie.ac.at

G. XIANG
Philips Healthcare Informatics Business Line RIS, El Paso, USA
e-mail: gxiang@acm.org

Bo mMHOrUX peajibHBIX CUTyaIusiX MbI HE 3HAEM BEPOSITHOCTHOTO PACIIPE/IE/IEHUS 10~
[PEIIHOCTEN, 3HAeM TOJBKO BEPXHUE I'PAHUIIBI JIJIsi STUX HOrpelnHocTeil. B rakux ciy-
Jasgx MOXKHO JIUIIb 3aK/II0YUTh, 9TO PeaibHble (HEeU3BECTHbBIE) 3HAUEHUs [TPUHAIEZKAT
HEKOTOPOMY MHTEPBaJLy. Basupysch Ha 3TOI MHTEPBAIbLHON HEOIIPEJIETIEHHOCTH, MbI XO-
TUM HAfTH BO3MOXKHBIE 3HAYEHUS MCKOMON (PYHKIUU HEOIPEIEJIEHHDBIX MEPEMEHHBIX.
B o6miem, pacder sTux 3madenuil — TpygHAs 33ja9a, HO B JUHEHHOM HMPUOIMKEHUN,
CIIPABEJJIMBOM [IJIsT MAJIBIX 3HAYEHUH OMMUOOK, CYIIEeCTBYET JIMHEHHBIN aJIrOPUTM TAKOT'O
pacdera. B npyrux curyanusx u3BECTEH SJIJIUIICOUL, COJEPKAINNNA NCKOMbIE 3HAYEHUS.
B sToM citydae MBI TOXKe MMeeM JIMHEHHBIN 110 BPEMEHH aJIFOPUTM pacydeTa JTUHEHHON
dbyukiun. MHorma nmeer MecTo KOMOMHAINS HHTEPBAJILHON U SJLIUIICOU THOM HEOIIpeIe-
JIEHHOCTH, TOT/1a MCKOMbIE 3HAYCHUS [TPUHAJJICIKAT TIEPECEUECHUIO JITUIICOUIA U TTIPSIMO-
yroysibHUKa. B 0011eM cydyae BBIMHC/IEHIE 9TOr0 [IePEeCeUeHns MO3BOJIAET CY3UTDh ITOUCK
uckoMoit gpyHkIuu. B 9T0# cTaThbe Mbl IPUBOJMM J[Ba AJITOPUTMA JIJIst OIIEHKU UHTEPBa-
Jia TuHEHHON (DYyHKIMHU Ha TepecedeHnn B JIMHEHHOM BPEMEHU: MPOCTOi u OoJiee CI0XK-
HBIIl JInHEHHO-BpeMEeHHOH asiropuTMbl. Oba ajqropuTMa MOryT OBITH paciiupeHns! Ha [P
CIydaii, KOTJIa BMECTO SJIJIUIICOUIIA Mbl UMeeM HabOp, oIpeiesisieMbiil [P HOpMOIi.

1. Formulation of the problem

Interval uncertainty: brief reminder. Measurements are never 100 % accurate; hence,
the measurement result z; is, in general, different from the actual (unknown) value x; of
the corresponding quantity. Traditional engineering approach to processing measurement
uncertainty assumes that we know the probability distribution of measurement errors Azx; :=

In many practical situations, however, we do not know these probability distributions. In
particular, in many real-life situations, we only know the upper bound A; on the (absolute
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value of the) measurement error: |Ax;| < A;. In such situations, the only information that
we get about the actual (unknown) value x; after the measurement is that x; belongs to the
interval @; = [T; — Ay, T; + Ay]; see, e.g. [1].

Data processing under interval uncertainty: brief reminder. In addition to the
values of the measured quantities zq,...,x,, we often need to know the values of other
quantities which are related to x; by a known dependence y = f(xy,...,z,). When we
know z; with interval uncertainty, i. e., when we know that x; € x;, then the only conclusion
about y is that y belongs to the range {f(z1,...,2,)|®1 € @1,..., 2, € x,} of the function
f(z1,...,x,) over the box 1 X ... X .

Data processing: linear approximation. In general, computing this range is NP-
hard — even for quadratic functions f; see, e.g., [2]. However, in many practical situations,
the measurement errors are small, thus, the intervals x; are narrow, and so, on the box

Ty X ... X x,, we can safely replace the original function f(x1,...,x,) by the first two terms
SO ~ _ 0
in its Taylor formula: f(xy,...,x,) =¥+ > ¢; Ax;, where yo := f(Z1,...,7,) and ¢; := G_f’
=1 €T;

1=1,...,n.

For such linear functions, the range is equal to [y — A,y + A}, where A = > || A
i=1

The maximum value A of the difference f —y = > ¢; Az; is attained when Ax; = A; for
i=1

¢; > 0 and Ax; = —A,; for ¢; < 0; correspondingly, the smallest value —A is attained when
Ax; = —A,; for ¢; > 0 and Ax; = A, for ¢; < 0.
Once we know the derivatives ¢; and the bounds A;, i = 1,...,n, the value A describing

the desired range can be computed in linear time O(n).

Comment. To get a guaranteed enclosure for y, we must add to this linear range an
interval [—d,d] which bounds the second and higher order terms in the Taylor expansion;
this is, in effect, what is known in interval computations as centered form; see, e.g., [3—5].
Asymptotically, § = O(> A?), so we get an asymptotically exact enclosure for the range in
linear time.

Ellipsoid uncertainty: a brief reminder. In some cases, the information about the
values Axq,...,Ax, comes not as a bound on the values Az; themselves, but rather as a
bound z < zy on some quantity z = g(Axy, ..., Ax,) which depends on Ax;.

When the measurement errors are small, we can expand the function g into a Taylor series
and keep only the lowest terms in this expansion. In particular, if we keep quadratic terms,
we get a quadratic zone g(Axy, ..., Ax,) < zo. If this zone is a bounded set, then it describes
an ellipsoid. In this case, the only information about the tuple Az = (Axy, ..., Az,) is that
it belongs to this ellipsoid.

Another situation when we get such an ellipsoid uncertainty is when measurement errors
are independent normally distributed random variables, with 0 mean and standard deviations
;. In this case, the probability density is described by the known formula p(Ax) = const x

n Az?
exp (— 231 205 . This probability density p(Az) is everywhere positive; thus, in principle,
i=1 20;

an arbitrary tuple Ax is possible. In practical statistics, however, tuples with very low
probability density p(Ax) are considered impossible.

For example, in 1-dimensional case, we have a “three sigma” rule: values for which
|Axy| > 30, are considered to be almost impossible. In multi-dimensional case, it is natural
to choose some threshold ¢ > 0, and consider only tuples for which p(Azx) > t as possible
ones. This formula is equivalent to In(p(Ax)) > In(t). For Gaussian distribution, this
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n Ax?
equality takes the form 02’
i=1 O;
ellipsoid. The sum is x*(n dilstributed, with expectation n and standard deviation /n, so
here, 72 = n + O(y/n) is a natural choice. In this paper, we will consider ellipsoids of this
type.
Comment. If the measurement errors are small but not independent, then we also have
an ellipsoid, but with a general positive definite quadratic form in the left-hand side of the

inequality.

< r? for some appropriate value r — i.e., the form of an

2

Ellipsoids are also known to be the optimal approximation sets for different problems
with respect to several reasonable optimality criteria; see, e.g., [6, 7].

Ellipsoid error estimates are actively used in different applications; see, e.g., [8—15].
Data processing under ellipsoid uncertainty: linear approximation. The range

of a linear function ) ¢; Az; over an ellipsoid can be easily computed by using, e.g., the
i=1
Lagrange multiplier method. First, one can easily check that the maximum of a linear
n o Ax?
function is attained at the border of the ellipsoid, i.e., when ) —* = r?. Maximizing the
i=1 0;

n

linear function > ¢; Ax; under the above constraint is equivalent to solving the unconstrained
=1
' n n 72

optimization problem ) ¢; Ax; + A )  —5=, where A is the Lagrange multiplier. For every

=1 =1 7

1 =1,...,n, differentiating with respect to Ax; and equating the derivative to 0, we conclude
1
that the maximum value A of the linear function is attained when Ax; = a ¢;0? for a = ~ox
n 2
Here, the parameter « is determined by the condition that ) —5* = r? — i.e., that

=1 O-i
n
a? > c2o? =r? and a = r/4/> 262 The smallest possible value —A of this function is
i=1
attained when Az; = —aco? foralli=1,...,n
The corresponding value A is equal to A = ry/Y_ c?02. This value can also be computed
in linear time.

Need for combining interval and ellipsoid uncertainty. In some practical cases,
we have a combination of interval and ellipsoid uncertainty. For example, in the statistical
case, we may have an ellipsoid bound and also the 3 sigma bound |Az;| < 30; for each
measurement error.

In this case, the actual values (Azy,...,Ax,) belong to the intersection of the box
T, X ... X x, and the ellipsoid.
In general, the smaller the set over which we estimate the range of a given function, the
narrower the resulting range. It is therefore desirable to be able to estimate the range of a
n
linear function ) ¢; Az; over such an intersection.
i=1
What we do in this paper: main result. In this paper, we provide two algorithms
for estimating the range of a linear function over an intersection in linear time: a simpler
O(n log(n)) algorithm and a (somewhat more complex) linear time algorithm.
From ellipsoids to generalized ellipsoids. We have mentioned that ellipsoids corre-
spond to normal distributions. In many practical cases, the distribution of the measurement
errors is different from normal; see, e.g., [1, 16, 17]. In many such cases, we have a distribu-
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tion of the type

n |p
p(Az) = const exp (— Z |Akx;| )
g

=1

for some value p # 2 [16]. For this distribution, the condition p(Az) > t takes the form
’Al’z‘p
i=1 0
The corresponding [P-methods have been successfully used in data processing; see, e. g.,
[18, 19].
It is therefore reasonable to consider such generalized ellipsoids as well. For a generalized

< rP for some value r.

ellipsoid, the Lagrange approach to maximizing a linear function _ ¢; Ax; leads to
i=1

ZCZA.@@—F)\ Z pl — Inax,
i=1 i=1
ci+ Ap- sign(AwQﬁ =0, 1=1,...,n,
i
and hence, for p > 1, to
Az, =« - sign(ci)|ci|1/(p_1)af/(p_1), i=1,...,n,
. . .. n | AlP
for some constant a.. Here, the parameter « is determined by the condition that ) —— =
i=1 0;

r? — i.e., that a? > |ci]p/(p_1)af’/(”’1) — P and
i=1

o = r/{/Z |cilp/(p*1)0'f/(p71).

The smallest possible value —A of this function is attained when

Al'i = — - Sign(ci)|C7;|1/(p_1)0'f/(p_1).

The corresponding value A is equal to

n (p—1)/p
=r (Z |Ci|p/(p—1)af/(p—1)> '
i=1

This value can also be computed in linear time.
Need for combining interval and generalized ellipsoid uncertainty Similarly to

the case p = 2, it is desirable to estimate the range of a linear function Z ¢; Ax; over an

intersection of a box and a generalized ellipsoid. In this paper, we will con81der this problem
for p > 1.
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2. Analysis of the problem: general form of the optimal tuple

In the general case, we want to find the maximum and the minimum of a linear function

n

> ¢; Ax; over an intersection of generalized ellipsoid and a box. In order to describe an algo-
i=1

rithm for computing the maximum and minimum, let us first describe the general properties

of the tuples Az for which these maximum and minimum are attained.

Definition 1. By a generalized ellipsoid E, we mean a set of all the tuples Ax =

n A.ﬁl?l p .
(Axq,...,Ax,) which satisfy the inequality | p‘ < 1P, where p, r, and o; are posi-
=1 0

tive real numbers.

We want to find the maximum and the minimum of a linear function on the intersection
I = EN B of a generalized ellipsoid and a box

B = [—Al,Al] X ... X [_AnyAn]-

Without losing generality, we can assume that all the coefficients ¢;, « = 1,...,n, of a
linear function are non-negative. Indeed, if ¢; < 0 for some i, then we can simply replace
the original variable Az; with a new variable Az, = —Ax;. After this replacement, the
expressions for the ellipsoid E and for the box B remain the same, but the corresponding
coefficient ¢; becomes positive.

n

Under this assumption, one can easily see that the maximum of a linear function ) ¢; Ax;

=1
with ¢; > 0 is attained when Ax; > 0 for all i. We then get the following result.

n
Proposition 1. The mazimum of a linear function Y ¢; Ax; with ¢; > 0 over the in-

i=1
tersection E N B of a bor B = [—A1,Aq] X ... X [-A,,A,] and a generalized ellipsoid
n A ip
E = {Ax Y | $p| < rp} 15 attained, for a certain value o, at a tuple
i=1 0

1/(p—1)0p/(p—1)> i=1..

Azx; = min(A;, a g ; ., n.

Observation. This expression has an interesting relation to the corresponding expressions
for the box and for the generalized ellipsoid. Indeed, let us recall that for the box B,
the maximum is attained for Az; = A;, ¢ = 1,...,n. For the generalized ellipsoid F,
the maximum is attained when for a certain value ap, we have Az; = ag cg/ (p—1 o? /(p=1)
i =1,...,n. According to Proposition 1, the optimizing tuple for the intersection £ N B is
a component-wise minimum of the two tuples:

— the tuple with components A;, i = 1,...,n, which maximizes the linear function on
the box B, and

— the tuple with components « cl-l .,n, which is similar to the tuple
that maximizes the linear function on the generalized ellipsoid E.

It should be mentioned that the second tuple is not exactly the one that maximizes the
linear function over E, since, in general, the value « (corresponding to the maximum over

the intersection £'N B) is different from the value ag corresponding to the maximum over E.

Y

/(P—l)UP/(P—l) 7=1...
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Comment. For general (not necessarily non-negative) coefficients ¢;, we get
Ax; = sign(c;) min(A;, |ci|1/(p_1)af/(p_1)), i=1,...,n.

Proof. Let Ax = (Axyq,...,Ax,) be an optimal (maximizing) tuple.

If there are indices ¢ and j for which 1 < 4,5 < n, Az, < A; and Az; < Aj, then,
for sufficiently small real numbers ¢; and ¢;, we can replace Az; with Az; + ¢;, Az, with
Az, + ¢j, and still stay within the intervals [0, A;] and [0, A;] — i.e., within the box B. Let

Ax;|P |Az;lP
us select the changes ¢; and ¢; in such a way that the sum s := | 1;| + | :if|
unchanged — then we will stay within the generalized ellipsoid as well.

For small ¢; and ¢;, we have

remain

(Azi te) | (A +e;)
p p

0; 0;

Ax;)P (Ax;)P e APt pe; AxPt
@oy | Sy padd et

Thus, to make sure that s does not change, we must select ¢; for which

—1 -1
g A(L‘f gj Al’?

+ = ol&;
of oy (1),
i.e.,
AzP™? o}
gj = —¢; AT o7 + o(g;).
j 1

The resulting change in the maximized linear function is equal to c¢;e; + cje;. Substituting
the expression for ¢; in terms of ¢;, we conclude that this change is equal to

AxP~ ! o
g (Ci — Cj xzi - —|—O(EZ’).

Aa;? Lol
If the coefficient at £; was positive, then we could take a small positive €; and further increase
the value of the linear function — which contradicts our selection of the tuple Ax; for which
the maximum is attained. Similar, if the coefficient at ¢; was negative, then we could take a
small negative ¢; and further increase the value of the linear function. Thus, this coefficient
cannot be positive and cannot be negative — hence it must be equal to 0. So,

—1 p

Ay
CGi—C¢—571 5 =0

Ax? g;

or, equivalently,
1 p—1
A.CClp _ ij

Cl‘O';i-7

oP

This equality holds for every two indices ¢ and j for which 1 < 4,7 < n, Ax; < A;, and
Az; < A;. Thus, for all the indices ¢ = 1,...,n for which Az; < A,;, the above ratio has
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the same value. Let us denote this common ratio by r; then, we conclude that for all such
Azl

cior

indices 7, we have = ro and hence, that

Ag; = acl/(p 1)01;/(17—1)’

where we denoted o := re/ @,
If Az; < A; and Az; = Aj, then we can similarly change Az; and Az;, but only the
changes for which ¢; < 0 will keep us inside the box. Since the sign of €; is opposite to the
sign of €;, we thus conclude that we can only take £; > 0. Thus, the coefficient at ¢; in the
expression for the change in the (linear) objective function cannot be positive — because
then, we would be able to further increase this objective function. So, this coefficient must

be non-positive, i.e.,
AP

AN

J

C; — Cj SO

Y

QS

or, equivalently,

Amf_l < A$§_1

p D
C;0; Cj0;
p—1 p—1
Since Ax; < A; for the index i, we have ——— = ry. Thus, we conclude that —— < ry,
CiO'Z- CjO'-
j
1 1/(p—1 -1
Le,Ar;=A; < o o/ P o/ (p=1)
J J
Hence,

— when Ax; < A;, we get Ax; = acl/(p 1) p/(p 1),

— when Az; = A;, we get Az; = A; < ch/(p 1) 57/(p D

To complete the proof of our proposmon let us consider two cases.
If A, < aci/(p_l)af/(p_l), then we cannot have Az; < A; — because then we

would have Az; = ac/P Ve?® and thus, A; > Az, = ac/P Ve?/P and A; >

acl/ (p- Uof-’ /=D __ which contradicts our assumption. Thus, the only remaining case here

is Az; = A,
On the other hand, if A; > occl./(p_l) f/(p_l) then we cannot have Az; = A; — because
otherwise, we would have A; < acl/ (P=1) f/ =1 hich also contradicts our assumption.

Thus, in this case, we must have AIJ < Aj, and we already know that in this case, Az; =
1/(p 1)Up/p D g

—if A; < acl/(p 2 f/(p_l) then Az; = A;;

(l/C

—if A; > acl/(p 1)05/(‘” U then Az; = OzCl/(p 1)05)/(;7—1)'
In both cases, we have
Az; = min(4;, acil/(p_l)af/(p_l)), i=1,...,n.
The proposition is proven. U

3. Analysis of the problem: how to find «

According to our result, once we know the value of the parameter o, we will be able to find
all the values Ax;, © = 1,...,n, from the optimal tuple, and thus, find the largest possible

value A of the desired linear function ) ¢; Az;.
i=1
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A;

|1/ (1) p/(p—-1)’ the dependence of |Az;| on o can
c | \P~Ho;

For each 7 = 1,...,n, writing z; :=

be described as follows:
— If a|e|VP VP < A e, if a < 2, then we take |Ax;| = a |¢;|V/ @D/ P
— On the other hand, if & |¢;| /@ Vg’ P > A, i.e., if a > 2, then we take |Az;| = A
So, if we sort the indices by the value z;, into a sequence z; < z5... < z,, then the
maximizing tuple has the form

Az = (sign(ci)Aq, ..., sign(c) Ay,

asign(cp)| e [P UUfJ/r(lp b ,asign(cn)|cn|1/(p_1)a£/(p_1))

for some threshold value t for which z; < a < z;41.

How do we find this threshold value 7 In principle, it is possible that the optimal solution
is attained when Az; = +A; for all 7. In this case, the generalized ellipsoid contains the
whole box. In all other cases, the value @ must be determined by the condition that the
optimal tuple is on the surface of the generalized ellipsoid, i.e., that

S oo 37 e
i=1 j=t+1

or, equivalently,

=P

p
o
=1 ¢

Zn: (mln(A a |c |1/p 1)013/(1J 1)))

The left-hand side of this equality is an increasing function of «. Thus, to find the proper

value of ¢, it is sufficient to check all the values a = z1, ..., z,.
If for some k=1,...,n, we get
k p n
S A S g s
im1 i Jj=k+1

this means that we need to decrease «, i.e., that we should have fewer values Ax; = +A; —
in other words, this means that ¢ < k.
On the other hand, if for some k =1,...,n, we get

n

k AP
Z—; 43 Jel VO <,

j=k+1

this means that ¢t > k.

So, we can find the desired threshold t as the largest index k for which for o = 2z, the
left-hand side of the above equality is still less than or equal to r7; due to monotonicity with
respect to «, this value ¢ can be found by bisection.

Once we find this threshold value ¢, we can then find o from the equation

t P

Ai - — -1
Do el Y e =,

=1 j=t+1
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rt— BT ~ A - /(-1)
ie., a? = ———— where E= := Y. =% and E* = Y |¢;|/®PVe?P7Y After that,
E* i=1 0; j=t+1 !

we can uniquely determine the optimal tuple Az = (Azy,...,Ax,) and thus the desired
k n

maximal value A = 221 lei| A + o 4%1 |cj|p/(p*1)0§/(p_1).
1= J=

So, we arrive at the following algorithms for computing A.

4. A simpler O(n log(n)) algorithm

Algorithm. First, we check whether the generalized ellipsoid contains the box, i. e., whether

n AP n
> — < rP. If this is the case, then the desired maximum is equal to ) |c;| A;. If this is
i=1 0; i=1
not the case, then we apply our algorithm.

In this algorithm, we first sort the indices ¢ = 1,...,n in the increasing order by the
value of z;.

After this sorting, we apply the following iterative algorithm. At each iteration of this
algorithm, we have two numbers:

— the number ¢~ such that for all indices ¢ < ™, we already know that for the optimal
tuple Az, we have |Az;| = A;

— the number ¢t of all the indices 7 > i for which we already know that for the optimal
tuple Az, we have |Azx;| < A;.

In the beginning, i~ = 0 and i = n + 1. At each iteration, we also update the value of
i AP n
T " - — ~1).»/(p=1)
two auxiliary quantities £~ := 21 — and Bt := Z+ |¢;P/ =P
i=1 Oy j=i

In principle, on each iteration, we could compute these sums “from scratch”; however,
to speed up computations, on each iteration, we update these auxiliary values in a way that
is faster than re-computing the corresponding sums.

Initially, since i~ = 0 and i* =n + 1, we take E- = E* = 0.

At each iteration, we do the following:

— first, we compute the midpoint m = (i~ + 1) /2;

m p it—1
_ : _ -1
— we compute e~ := Y. —Ltandet:i= Y |g|P/® ”aﬁ?/(p );
i=i—+1 i j=m+1

—if E-+e +2z8 (Bt +e') > rP, then we replace i™ with m + 1 and E* with ET +e™;
— if B +e 4+ 2P (ET +¢e") <rP, then we replace i~ with m and E~ with E~ +¢e.
At each iteration, the set of undecided indices is divided in half. Iterations continue until

all indices are decided, after which we compute « from the condition that £~ + o’ EtT = rP,
: P — B~ o
i.e., as af = T Once we know «, we compute the maximizing tuple |Az;| =
min(A;, a |¢;[/@Dg?/ Py and then, the desired maximum 3 |¢;| |Azi).

Computational complexity of the above algoriéhlm. Sorting requires time
O(n log(n)); see, e.g., [20].

After this, at each iteration, all the operations with indices from i~ to i require time 7'
linear in the number of such indices: T' < C(it —i™) for some C'. We start with the set of
indices of full size n; on the next iteration, we have a set of size n/2, then n/4, etc. Thus,
after sorting, the overall computation time is < C(n+n/2+n/4+...) < C-2n, i.e., linear
in n. So, the overall computation time is indeed O(n log(n)) + O(n) = O(n log(n)).
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Comment. This algorithm works for an even more general case, when there exist a

function po(z) for which for every ¢ = 1,...,n, the probability density function p;(Az;)
|Azi|

of the i-th measurement error has the form p;(Az;) = po for some o;, and the

measurement errors are independent, i. e., p(Ax) = pl(Aml) pn(Aazn). In this case, similar

Az,

arguments lead to a generalized ellipsoid of the type Z Y ‘ zi < 19, where ¥(z) =
=1 %

—1In(po(x)). The above algorithm can be extended to the case of strictly convex smooth

functions ¢ (x) for which both this function, its derivative, and the corresponding inverse
functions can be computed in polynomial time. This class includes the (P-functions ¢ (z) =
|z|P with p > 1 as particular cases.

5. Linear-time algorithm

Main idea behind the linear time algorithm. Our second algorithm is similar to the
above O(n log(n)) algorithm. In that algorithm, the only non-linear-time part was sorting.
To avoid sorting, in the second algorithm, we use the known fact that we can compute the
median of a set of n elements in linear time (see, e.g., [20]). (Our use of median is similar
to the one from [21, 22].)

Our linear time algorithm is only efficient for large n. It is worth mentioning
that while asymptotically, the linear time algorithm for computing the median is faster than
sorting, this median computing algorithm is still rather complex — so, for small n, sorting
is faster than computing the median.

This is the reason why in this paper, we present two different algorithms — both algo-
rithms are practically useful:

— for large n, the linear time algorithm is faster;

— however, for small n, the O(n log(n)) algorithm is faster.

Let us now describe the linear time algorithm.

Algorithm. First, we check whether the generalized ellipsoid contains the box, i.e.,
n p

whether > =% < rP. If this is the case, then the desired maximum is equal to Z i A If
=1 0 =1
this is not the case, then we perform the following iterations.

At each iteration, we have three sets:

— the set I~ of all the indices ¢ from 1 to n for which we already know that for the
optimal tuple Ax, we have |Ax;| = A;;

— the set I'™ of all the indices j from 1 to n for which we already know that for the
optimal tuple Az, we have |Ax;| < Aj;

—theset I ={1,...,n} — I~ — I" of the indices i for which we are still undecided.

In the beginning, I~ =" =0 and [ = {1 .,n}. At each iteration, we also update the

value of two auxiliary quantities £~ Z and Et = 3 |e;[P/=Do? /1),
iel— i jert

In principle, we could compute this value by computing this sum of squares, but to speed
up computations, on each iteration, we update this auxiliary value in a way that is faster
than re-computing the corresponding sum.

Initially, since I~ = IT = (), we take E~ = E* = 0.

At each iteration, we do the following:

— first, we compute the median m of the set I (median in terms of sorting by z;);
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— then, by analyzing the elements of the undecided set I one by one, we divide them

into two subsets P~ = {i: 2 < z,,} and PT ={j: 2, > z,n }
p
— we compute e~ = ». —t and et = Y |cj|p/(p*1)0§/(p_1);
iep— 0; jep+

— if B +e + 22 (ET +e") > r?, then we replace It with It U P*, [ with P~ and
E* with ET +e™;

— if E-+e + 2 (ET 4+ eT) < rP, then we replace I~ with I~ U P~, I with P*, and
E~ with E~ +e™.

At each iteration, the set of undecided indices is divided in half. Iterations continue until
all indices are decided, after which we compute « from the condition that £~ + o’ E+T = rP,

r? — E~
i.e., as of = T Once we know «, we compute the maximizing tuple |Az;| =
min(A;, a |¢;[ /@ Dg?/ Py i =1 n, and then, the desired maximum Y |¢;| [Az;].

=1
Computational complexity of the above algorithm. Let us show that this algo-
rithm indeed requires linear time. Indeed, at each iteration, computing median requires
linear time, and all other operations with I require time 7T linear in the number of ele-
ments |I| of I: T < C|I| for some C. We start with the set I of size n; on the next
iteration, we have a set of size n/2, then n/4, etc. Thus, the overall computation time is
<Cn+n/2+n/4+...) < C-2n,i.e., linear in n.
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