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Kiacreps! siByIsTioTCSI pacIpocTpaHeHHON BBIYUCIUTENBHOMN T1aTdOpMOil B UNCIEHHOM
MOJIeJIUPOBaHUH. VX MEePBBIMU U TVIABHBIMU HPEUMYIIIECTBAMY SIBJIAIOTCSH HU3KAS BXOJIHAS
MEHA JJIsT MAJILIX CUCTEM U TOTEHIUAJ PACHIUPEHUST STUX CUCTEM JIO TBHICST IIPOIECCOPOB.
Kpome Toro, kimacrepbl 06ecrieqnBaiOT CTAHIAPTHYIO TEXHOJIOTUIO, KOTOpas IOMOTaeT CO-
XPAHSTh MEPEHOCUMOCTD ITPOTPAMMHOIO 0DECIIEUeHUsT U TAKUM 00PA30M COKPAIIAIOT PAC-
X0/Ibl HA ero pa3paborky. Tem He MeHee, ecThb u OOpaTHAs CTOPOHA. Y BEJIMIUBAIOIIEECS
YUCI0 KOMIIOHEHT TAKYKe ITOBBIIIAET YPOBEHb CJIOXKHOCTH. A € 9TUM YMEHBIIAETCS CTa-
OUJILHOCTDH CUCTEM, B TO BPeMsl KaK ODIIUE PACXObI HA IKCILIYATAIIMIO TTOIODHBIX CUCTEM
YBEJIMIUBAIOTCS.

Muorue ydenble KOHIICHTPUPYIOTCS TOJBLKO Ha OJHOM acieKkTe 3Toit mpobsembl. Ho
6e3 00I1ero u rJI006aJIbHOIO MPEJICTABICHHS IIPOI'PECC HE MOXKET ObITh JOoCTUTHYT. OHuM
us3 HpeHﬂTCTBI/Iﬁ JJIgdd IIporpecca sBJIAeTCdAd HEAaJIbHOBUAHOEC MHEHHE O KJjlacTepaX KaK O
JereBbix cucreMax. OOBITHO PACCMATPUBAIOTCS TOJIHKO 3aTPAThI Ha, UHBECTUINH, a J1ajlb-
HEHIe pacxobl UTHOPUPYIOTCS, MOCKOJBKY OHHM CPa3y He sIBJISIOTCS OYEBUIHBIMU s
HAyJIHOH cpesibl. Ananmms obIeil CTONMOCTH BJIAJIEHUST CHCTEMOM MOKA3LIBAET HEITPABUIID-
HOCTBb TAKOI'O IOJAX0Ja. B TOM Yuncjie Mbl YCTAHOBUJIU, UTO JIJIsi IIPEBPAINEHUsT KJIACTEPOB
B IIPOU3BOJUTEJIbHBIC CUCTEMbBI JTOJIZKHO 6bITb YMEHbIITEHO KOJIMYECTBO O6C.HY7KI/IBaIOH_IeFO
nepconajia. COOTBETCTBEHHO, MbI JIOJXKHBI JICHCTBOBATD B PA3JIMIHBIX HAIIPABICHUAX, ITO-
OBl JIOCTHYD yCIIEXA.

Introduction

The costs of processors and networks have changed dramatically over the last years. What
actually happened were two important things.

Improvement of standard components: While special purpose components have not been
able in recent years to continue their exponential performance increase, standard components
have caught up with them and might even top them in the near future. Partially this was due
to a lack of investment in special purpose systems in the USA in the late 90s. Partially it was,
however, caused by increasing technical difficulties in keeping the exponential growth that we
saw in the last decades that was so well described by Moore’s law. And last but not least the
fact that production facilities for new technologies have become extremely expensive has slowed
down the innovation process and has driven small companies out of the market.

Extension of the market: Since the gap between special purpose systems and standard
components has narrowed, the whole community was able to benefit from the drop in prices.
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This has extended the reach of technical computing and has brought powerful systems to
scientific groups worldwide that for long had not been able to compete with large supercomputing
centres. This extension of the market has created a positive feedback loop. With every extension
the volume grows and a reduction of prices was possible for high volume vendors.

Decreasing prices and increasing performance have made standard based systems attractive
to a variety of users. However, at the same time the community is faced with a widening gap
between peak and sustained performance. This indicates that there is a lack of quality in the
market that is somewhat hidden by an increase in raw but meaningless performance numbers.

In this paper we deal with an analysis of the potential of the hardware and software of
clusters themselves. We then look at the level of achievable performance extracted from clusters
of PCs. In the third chapter we have a look at a concept that is new to the community but
is gaining increased importance with contracting budgets: Total Cost of Ownership (TCO).
We present preliminary results that give an indication of the best architecture with respect
to TCO. We conclude with some remarks on possible strategies for users in a low cost high
volume market.

1. Levels of Performance

Low cost systems are designed for a mass market. Users in this mass market are driven by
price considerations rather than by performance considerations. Consequently the sweet spot
for system designers is mainly determined by costs. Prices for such systems are dropping. This
has a positive side effect for numerical simulation experts because it also reduces their costs.
The downside is that increasingly the special support for numerically intensive applications
is reduced because vendors want to cut costs by reducing the number of product lines. As a
consequence, from the point of view of performance, these systems are characterized by two
factors.

1.1. Memory Performance

First, of all these systems do not put any emphasis on memory performance. The classical
mass market does not have a quest for this. Most of these applications need large memory
and high quality graphics. Hence, these are the issues that are important when developing a
new processor. Both the memory used and the memory subsystem are not designed for highest
performance.

A good number for understanding the impact of memory bandwidth is the relative memory
speed (rsm). We define it here to be the number of bytes per second that can be transferred
to or from memory for each floating point operation that the processor can perform. This
measure makes sense because we know that for many typical numerical applications it has
to be in the range of rsm > 1.5 to achieve substantial levels of performance. Consequently
traditional supercomputing architectures have a bandwidth of rsm = 3 and higher. Low cost
cluster solutions on the other hand are currently operating with arange of about rsm =~ 1.0.
What is even worse, vendors keep the bandwidth of the memory constant while increasing the
clock rate of their processor family. This results in even lower values for rsm.

The notable exception here is the AMD Opteron processor [2] which has an rsm of 1.125.
Besides vector systems the Opteron is also the only available architecture in the mass market
that scales memory bandwidth with processor speed. So it can keep the rsm constant at an
acceptable level. First results are good.
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For all other systems what has to be expected in the future is a further increase in processor
performance with memory speed increasingly lagging behind. Our key number rsm will drop
further and will soon reach values of about 0.5. At that relative speed of the memory one can
not expect any system to provide a reasonable level of performance. This can not be made up
for by larger caches. Caches grow in size only with the size of main memory. Furthermore,
complex cache hierarchies require a complex management which is hardly ever provided in a
way that could compensate for the low memory bandwidth.

The problem is aggravated by the trend of vendors to put multiple processors in a node
and even multiple cores on a die. The memory bandwidth is kept constant with the effect that
rsm reaches unacceptably low levels. Tests reveil that for many dual node systems the second
processor is either of no use or even slows down the computation and should be turned of.

The problem of memory bandwidth is well understood and is partially (Opteron) addressed
by hardware vendors. With increasing speed of processors, now memory latency starts to become
an issue. It is currently in the range of several 100 CPU cycles. There is a danger that with
further rising speed the latency will remain constant over time and thus become relatively
larger. This issue is hardly discussed yet. It will hurt the programmer in pretty much the same
way as the memory bandwidth problem.

1.2. Clustering

Second, low cost solutions in high performance computing rely on the cluster concept. An
increase in speed is achieved by increasing the number of processors. This requires parallelizing
codes which in turn brings in the communication problem. To estimate the communication costs
we again have to deal with bandwidth and latency. Since MPI allows overlapping computation
with communication we have the additional software problem.

With respect to latency cluster networks [3—5] typically do at least as well as special
purpose networks of supercomputers. In fact these networks are so heavily tuned that they
usually outperform traditional approaches. For a cluster one can expect to see a latency in
the range of 3-5 us unless Ethernet is used. For traditional supercomputers these latencies are
in the range of 5-7 us. For bandwidth again we can look at one parameter to get an idea of
what the costs for such communication are. We look at the number of processor cycles that
we loose for the transfer of a message of size 1 MB. This is a much better indicator for the
communication speed than bandwidth and latency because it relates the communication costs
to the speed of the processor and thus indicates how we reduce performance by communicating.
For a typical of the shelf system [3—5| the loss of operations as defined above is 8.5 MFLOP.
This is about four times higher than the loss of operations for a traditional supercomputer
(2.1 MFLOP). None of these is going to change over the next years. So when working with low
cost solutions these are the limitations we have to be aware of.

2. Total Cost of Ownership

When talking about low cost solutions we typically consider the purchase price to be the key
figure. However, this is a wrong approach. The costs for any solution in computing are at least
the following:

— Investment Costs: The actual price for buying a system. Very often this price already
includes others of the following;
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— Maintenance Costs: This includes costs for keeping spare parts, having vendor staff on
site and other running costs for maintaining the system;

— Staff Costs: Employees of the owner who look after the system have to be paid for. These
costs very often are ignored because system administration is considered to be a minor activity.
For medium and large systems this is not the case;

— Energy Costs: The main costs are for power consumption and for the cooling of larger
installations;

— Room Costs: For larger installations there is a cost for housing the system which has to
be considered;

— Software Costs: Costs for software that is not freely available.

For small low cost systems (like clusters with about 32 to 64 processors) the costs for room
and staff may be negligible if both room and system administration staff is already available
(and willing to work overtime). Staff costs should, however, be considered anyway, because
these systems require special skills and a considerable amount of human intervention.

When analysing large installations of the last four to five years one can get a rough
understanding of the total cost of ownership for different hardware solutions. We indicate
here the cost in million Euros for a sustained performance of 1 TFLOP /s. The reader has to
keep in mind that sustained performance is heavily depending on the type of application chosen.
Figures given here relate to average performance levels. Considering all this we come up with
table 1.

It is interesting to note that traditional supercomputers (vector based systems) and low
cost cluster solutions show roughly the same price/performance relation for larger installations.
Classical 64-bit based architectures score worse in this comparison. Two things have to be
considered, however. First, for smaller systems the price/performance relation may improve
for low cost solutions. This is the case, when a low cost solution is part of a larger compute
environment and does not introduce additional staff or maintenance costs. Costs are also lower
if no specified level of reliability and availability is defined. Second, price/performance varies

Tablel
Price/Performance considering average levels of sustained performance
and total cost of ownership for large installations

Type of System TCO in MEuro for 1 TFLOP/s sustained
Vector Systems (SX, X1) 14
64-bit Micro (IA64, Power, ...) 22
Low Cost Cluster (IA32, Opteron) | 14

Table?2
Break down of costs (in %) for various types of architectures
for large installations

Vector Systems | 64-bit Micro | Low Cost Cluster
Investment 76.7 66.9 52.3
Maintenance | 12.7 18.6 14.6
Software 0.5 0.7 0.5
Staff 2.8 5.0 3.9
Power 4.3 5.3 16.4
Cooling 2.5 3.0 9.4
Room 1.1 0.5 3.0
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with the specific application run. Numbers given here are based on average performance results.
If a system is dedicated to a specific purpose (a single application or a single type of application)
an individual calculation of total cost of ownership will be necessary and will most likely show
different results than the ones presented here.

A breakdown of the costs shows where the money typically goes to.

For the cluster solutions it is notable that the costs for electricity are surprisingly high. This
reflects the increased level of power consumption which not only leads to high power requests
but also elevates the level of power needed for cooling.

Conclusion

The interested researcher should understand from these first results on total cost of ownership
that the investment costs are not the only important figures. A thorough analyses of all costs
should therefore be considered before making a hardware decision. In many cases this may lead
to a low cost cluster. In some cases it may turn out that a cluster is too expensive.

Besides financial costs one has to be aware of further problems which are not yet fully
understood and difficult to express in terms of money.

Reliability: Standard parts are produced for the mass market. They need not achieve the
same level of reliability that a traditional supercomputer is supposed to achieve today. Hence,
the user might be faced with a series of failures of parts of the same type. This may or may not
become a problem. Assuming that computers are bought to compute it usually is a problem
because compute time is lost and jobs at least get stopped. For the user it is mandatory to
learn to write fault tolerant applications.

Complexity: A higher number of slower processors results in a higher software development
effort. This goes as deep as having to design new algorithms. For the user that means that the
whole approach of simulation (models, algorithms, programming) has to be thought through
and may have to be changed.

Low cost clusters may not be as low cost as they initially seem. And with additional problems
like reliability and complexity they do have their downsides too. However, they have helped
to not only broaden the base of high performance technical computing but have also allowed
to build ground breaking system. They will be with us for a time and will help to further
computational science and engineering.
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