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Abstract In this paper, the evolution of an explosion cloud under the
in�uence of buoyancy force is considered, taking into account turbulent
mixing and adiabatic expansion. Numerical simulation on the basis of
the solution of the three-dimensional �ltered non-stationary Navier-
Stokes equation, the continuity equation, the concentration equation, the
enthalpy equation, the equation of state for compressible media is carried
out. The modi�ed solver is based on the OpenFOAM mathematical
physics library. To close the basic equations a viscous model of turbulence
is used. The dependence of the cloud lifting height of the launch vehicle
explosion on the thermodynamic parameters is obtained based on the
large eddy simulation.

Introduction

Emergency fall launch vehicles are often accompanied by ground blast,
which yields a gas-dust cloud. The impossibility of carrying out experimental
measurements of the mechanical and chemical composition of the cloud, its
temperature, interaction with the environment, in connection with the transience
of the process of formation and propagation of the cloud, necessitate the use
of methods of mathematical modeling. The study of the process of raising
an explosion cloud under the in�uence of Archimedes' force, taking into
account turbulent mixing and adiabatic expansion, despite the large number
of publications on this topic, remains an urgent task for researchers.

For the �rst time, the problem of lifting the cloud of an atomic explosion
was considered in [1], [2] by Satton and Machta, where it is assumed that the
rise of the cloud is caused by Archimedes' force, and the cooling occurs as a
result of adiabatic expansion and mixing with the surrounding air. Circulation
in the cloud and the in�uence of inertia are not taken into account, as well as
an analytical method for determining the values of the maximum lift height of
the cloud by launch vehicle explosion .

In [3], [4], the process of propagation of a turbulent gas jet in a medium of
a di�erent density and the initial section of a turbulent jet of a compressible gas
were investigated,where on the surface of the explosion cloud turbulent mixing
of heated air inside the ring occurs and of cold ambient air.
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The problem of the motion of a vortex ring formed after an explosion under
the action of gravity was theoretically investigated in [5], where the case of a
small density di�erence inside and outside the cloud was considered, as well as
the case when the density di�erence is large.The volume of hot air formed after
an explosion from a shock wave, clouds of the launch vehicle explosion, after
increasing to a certain size, tends upward, forming a vortex ring. In the case
when the cloud is formed at the surface of the Earth, its rise is accompanied by
the raising of a dust column giving a mushroom shape. The main acting force for
raising the cloud is Archimedes' power, which arises at di�erent density of air,
both inside the cloud and outside the cloud, in the atmosphere. But, in addition
to the strength of Archimedes, because of the existence of a vortex ring of
circulation, Zhukovsky's force acts on the cloud, directed perpendicularly to the
direction of the velocity of movement of the element of the ring. The horizontal
component of this force stretches the vortex ring to the sides, and the vertical
component - somewhat inhibits the lifting of the ring. The air temperature at
the beginning of the rise is large, then falls due to adiabatic expansion. As a
result of the study, the dependence of the vertical and horizontal components of
the velocity of motion on time, as well as the geometric dimensions of the cloud
depending on the power of the explosion were obtained.

The study of the evolution of large-scale thermals in the inhomogeneous
atmosphere, produced by powerful explosions, within the framework of the
Boussinesq approximation made in the work in 1987 [6].

In the above mentioned works [5], [6] Boussinesq approximation was
used, in which the density is considered constant in all terms of the equation
of motion, where the density is proportional to the temperature gradient.
However, Boussinesq approximation is applicable only for description of �ows
with relatively small temperature changes and small values of hydrostatic
compressibility parameter [7].

With the advent of relatively a�ordable computing devices, works appeared
in which more complex models [7], [8], [9] based on the Navier-Stokes equations
for compressible gases were used to describe the process of lifting the explosive
cloud. Physically, the use of compressible formulation in equations leads to more
adequate results, since density is not always a linear function of the temperature
gradient.

In this paper, we consider the raising of the launch vehicle explosion cloud
under the in�uence of Archimedes ' force, taking into account turbulent mixing
and adiabatic expansion. The air temperature at the initial moment of the vortex
ring is very high, over time it falls due to adiabatic expansion, i.e. reducing the
pressure with height and due to turbulent mixing of heated and cold air. Under
the in�uence of Archimedes force, clouds of explosion of heated air will rise
into the atmosphere until the temperature is equalized, the density of the gas
components of the external and internal heated and cold air due to convective
and di�usive mixing. The cooling temperature due to thermal radiation can be
neglected, because the length of the radiation path is much larger than the cloud.
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Numerical modeling of cloud formation is based on the solution of three-
dimensional �ltered unsteady Navier-Stokes equation, continuity equation,
concentration equation, enthalpy equation of state for compressible media.The
viscosity turbulence model is used to close the main equations. The main problem
in this paper is the correct description of turbulent transport processes. The
explosion power is calculated from the size of the funnel.

The results of numerical modeling of the cloud formation formed during the
ground explosion of the Proton-M launch vehicle on July 2, 2013 in the position
area of the Baikonur cosmodrome are presented. The dependence of the cloud
lifting height in the atmosphere on thermodynamic parameters is shown. The
obtained results of the simulation that determines the height of rise of the cloud
corresponds to the results of the work of [5],under a low power of the explosion.

Problem statement

There is a �ery half sphere at the initial moment of time at the earth surface,
denoted by �eld G, radius R, initial temperature of ball T0, and initial three-
dimensional density of dry air's gas phases ρd, and humid air rhow, ambient
temperature T1 (Fig. 2).

Figure 1. Schematic illustration of the problem statement.

The following �ltered equations are used to solve the problem under
consideration: The equation of continuity:

∂ρm
∂t

+ v(ρmum) = 0 (1)

where um is velocity of the gas phase mixture, ρm = ρw + ρd, um = νm
ρm

is air

density, vm = νm
ρm

is dynamic viscosity, νm = ν∗

(
T
T∗

)w
, where ν∗ is the value

of dynamic viscosity at temperature T∗, ρd =
∑Nα
α=1 Sαρα;

∑Nα
α=1 Sα = 1 is

three-dimensional density of dry airs gas phase, ρw =
∑Nβ
β=1 Sβρβ ;

∑Nβ
β=1 = 1

three-dimensional density of the water vapors gas phase, ρα = ρ∗α(1−γ(T−T∗)),
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α = 1, . . . , Nα; ρβ = ρ∗β(1− γ(T −T∗)), β = 1, . . . , Nβ , also ρ∗α, ρ∗β are density
of dry air's gas components and moist air, respectively, at T∗ = 200C.

The concentration equation:

∂(ρmSα)

∂t
= ∇(ρ,umSα) = 0, α = 1, . . . , Nα

∂(ρmSβ)

∂t
= ∇(ρ,umSβ) = 0, β = 1, . . . , Nβ

(2)

The equation of motion:

∂(ρmum)

∂t
+∇(ρmum ⊗ um + ρmTr) = −∇p+∇T + ρmg (3)

where g- acceleration occurs under the gravity action, T -� stress tensor of gas
phase, t -� time, p -� pressure.

The enthalpy equation:

∂(ρmhm)

∂t
+∇(ρmhmum) +∇(q − T · ug) =

=
∂ρ

∂t
− ∂(ρmKM )

∂t
−∇(ρmKmum) + ρm(gum)

(4)

where hm - enthalpy of gas mixture, heat �ux in the gas phase � −q = −kg∆T ,
here ki - i -th component's conductivity, T - temperature, Km = 1

2 [u,m]2- kinetic
energy per unit mass of the gas phase.

The temperature equation:

T =
hm

1
ρm

∑I
i=1 ρiCi + 1

ρm

∑I
i=1 ρiRi

(5)

where Ci - speci�c heat of gas phase at constant.
The pressure equation: The equation of ideal gas' state is:

P =
R∗
Mrd

ρdT +
R∗
Mrw

ρwT = R∗T

(
ρd
Mrd

+
ρw
Mrw

)
(6)

where R∗ = 8.3144598,Mrd =
∑Nα
α SαMrα,Mrw =

∑Nβ
β SβMrβ .

Initial conditions:

ui(x1, x2, x3, t = 0) = u0(x1, x2, x3), (x1, x2, x3) ∈ G,

ui(x1, x2, x3, t = 0) = 0, (x1, x2, x3) /∈ G,

T (x1, x2, x3, t = 0) = T1, (x1, x2, x3) ∈ G,

T (x1, x2, x3, t = 0) = T0, (x1, x2, x3) /∈ G,
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Sα(x1, x2, x3, t = 0) =
ρα
ρm

, α = 1, . . . , Nα,

Sβ(x1, x2, x3, t = 0) =
ρβ
ρm

, β = 1, . . . , Nβ .

Boundary conditions:

∂ui
∂n

= 0,
∂S

∂n
= 0,

∂Sβ
∂n

= 0,
∂T

∂n
= 0, i = 1, 2, 3;α = 1, . . . , Nα;β = 1, . . . , Nβ .

The algorithm for determining the initial value of �reball's

temperature

The equation of total energy consists speci�c internal energy and kinetic energy.
Suppose that in this problem the kinetic energy is zero.

E = U (7)

where E = 0.25·q ·tex- explosion energy; tex- explosion time; q - explosion power.
One-third of the energy released during the explosion is emitted in radiation
form [3]. As a result, the energy enclosed in the �reball at the rise beginning is
approximately one quarter of total explosion energy. Speci�c internal energy in
the adiabatic process is expressed by:

U = Cv(T1 − T0) (8)

where Cv is heat capacity of gas in processes with a constant volume, T1 is
ambient temperature for di�erent values of �reball's initial temperature T0.
Substituting equation (8) into equation (7), there is obtained the initial value of
the �reball's temperature:

T0 =
E

Cv
+ T1 (9)

Large eddy simulation

Applying the �lter to the basic equations (1) - (6), the following equations are
obtained [10], [11]:

The equation of continuity:

∂ρm
∂t

+∇(ρm · um) = 0 (10)

The concentration equation:

∂(ρmSα)

∂t
+∇(ρ,umSα) = −∇Gα, α = 1, . . . , Nα

∂(ρmSβ)

∂t
+∇(ρ,umSβ) = −∇Gβ , β = 1, . . . , Nβ ,

(11)
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where Gα = ρm(SαumSαum) = − µt
Prt

∆Sα, Gβ = ρm(SβumSβum) = − µt
Prt

∆Sβ
describe the contribution of the sub-grid turbulent scales for gas components
concentration equation.

The equation of motion:

∂(ρmum)

∂t
+∇(ρmum ⊗ um + ρmTr) = −∇p+∇ · T + ρmg −∇ ·B (12)

where B = ρm = (um ⊗ um − um ⊗ um = 2
dKtI − 2µtSm - subgrid tensor

responsible for small-scale structures, that need to be modeled.
The enthalpy equation:

∂(ρmhm)

∂t
+∇(ρmhmum) +∇(q − T · ug) =

=
∂ρ

∂t
− ∂(ρmKM )

∂t
−∇(ρmKmum) + ρm(gum)−∇(Q+Qk)

(13)

where Q = ρm(hmum − hmum) = − µt
Prt

∆hm, QK = ρm(Kmum − Kmum) =

= − µt
Prt

∆Km, describe the contribution of subgrid turbulent scales [12], [13] ,
Prt- turbulent Prandtl number, µt- turbulent viscosity.

Numerical method

Three dimensional numerical simulation of equation (10) - (13) is performed
with indicated initial and boundary conditions to obtain non-stationary �elds of
unknown variables. The implementation of the numerical algorithm is based
on the �nite volume method on unstructured grid using the OpenFOAM
class library for C++ with an open GPL license. Using C++ templates, the
OpenFOAM library allows to quickly create e�ective solvers and utilities for pre
and post processing of modeling results due to the high level of abstraction.
Classes and functions in the OpenFOAM library have implicit means for
parallelizing computational procedures, due to the numerical calculation on
multiprocessor computing systems does not require speci�c adaptations in the
program code. In the �nite volume method [14], partial di�erential equations
are integrated over the volume of arbitrary cell, after the Gauss-Ostrogradsky
theorem is used to translate volume integrals into surface integrals. It is necessary
to interpolate unknown values on each face of �nite volume, when calculating
�ows across �nite volume boundaries. Such characteristics as accuracy and
stability depend on the interpolation method's choice. Integration over time
is carried out using the Crank-Nicholson scheme, the Courant number was
maintained at 0.5.

Both for convective and di�usion terms implicit schemes were used to ensure
the stability of numerical calculations.

The PISO procedure was used to bind the velocity and pressure �elds, as well
as to implement the law of conservation of mass [15]. In the equations of motion
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and mass conservation are used explicit representations of pressure and gravity
�elds. Three-dimensional sampling has a second order of accuracy. The PISO
algorithm consists of one step of predictor and several steps of proof-readers.
An intermediate velocity �eld is found using the pressure �eld from the previous
time layer in the predictor step. Velocity and pressure �elds are corrected to
increase the accuracy and reduce the mass defect in the conservation equation
at each step of the corrector. The system of linear algebraic equations obtained
as a result of the transport equation discretization is solved by the conjugate
gradient method with the precedent of Khaletsky for the pressure equation and
by the method of bi-conjugate gradients with a preconditioner of incomplete LU
factorization.

The algorithm of numerical solution is developed as follows:
1. Solving the conservation equation for mixture density by an explicit

method using �ows from the previous time layer.
2. Solution of the transport equation for gas components.
3. Solving the momentum conservation equation using the pressure �eld from

the previous iteration.
4. Solving the enthalpy transfer equation using the pressure �eld from the

previous iteration.
5. The solution of a Poisson equation for the pressure.
6. Modi�cation of density and velocity �elds based on the new pressure �eld.
7. Resume iteration from step 5 to reduce the mass defect in the mass

conservation equation.
8. The calculation of the subgrid viscosity.
9. Assess the accuracy of the solution and move to step 2 if necessary.

Simulation results

There are results of numerical simulation of cloud formation and dynamics,
formed during a surface explosion of a carrier rocket. Numerical simulation of the
gas-dust cloud formation stage in the �rst minutes of the accident was carried
out in a cubic area with the physical size of the cube edge 1280 m and the
calculated grid 128× 128× 128. Ground explosion is accompanied by the funnel
formation at Fig.2 Funnels dimensions depend mainly on the explosion power
and soil-soil type. The explosion power and depth of the funnel are related by
the [6], [7]:

q = KBW
3(0.4 + 0.6n3) (14)

where q � explosion power; KB = 1, 35 - design speci�c consumption of
explosives, kg/m3; W = 5 � depth of the funnel, m;n = 2� explosion index.
Formula (14) allows to calculate the explosion power at a known depth of the
funnel, it turned out q=0,878 t.

The maximum lifting height (km) of the explosion cloud is determined by
The setton formula [1]-[5]: H = 0.665q0,276.
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Table 1.Meteorological parameters for 02.07.2013 (08:00), platform 92 (altitude about
100 m)

Height, m Air
Temperature,
C

Air
Humidity,
%

Atmospheric
pressure,
mmHg

Wind
Direction,
Deg.

Wind
Speed, m/s

10 18.6 45 738.5 10 6-8
20 20 7-8

Table 2. The parameters of the explosion of the launch vehicle

stage number of launch vehicle 1+2+3
The remainder of the propellant at the time of the explosion
(UDMH + at), t

0.703

An indicator of the impact of the explosion (n) 2
The power of the explosion, t 0.878
The depth of the crater, m 5
The radius of the crater, m 10
The diameter of the crater, m 20
The volume of the crater, m 785.4
Mass ejected from the funnel of the soil, t 1178.2
Shaft height (parapet) funnel, m 1.3
The radius of the cloud of explosion, m 2.6
The volume of the cloud of explosion, m 74.05
The energy of the explosion, 109 J. 3.67
Raising the height of the clouds, m 288

Table 3. Physico-chemical properties of cloud gases

No. Name Molar
mass,
g/mol

Density
at 00C,
kg/m3

Kinematic
viscosity,
m2/s

Dynamic
viscosity,
PA at 00C

Diameter,
m

Fraction,
%

1 Carbon
monoxide

28.01 1.25 1329.6·10−8 1662 · 10−8 0.32 · 10−9 15

2 Carbon
dioxide

44.01 1.9768 693.039·10−91370 · 10−8 0.33 · 10−9 1.95

3 Nitrogen 28.014561.251 2.053·10−8 1660 · 10−8 0.3 · 10−9 78
4 Nitric

oxide
30.000611.3402 1343.6·10−8 1780 · 10−8 0.3 · 10−9 2.5

5 Nitrogen
dioxide

46.0055 2.0527 829.72·10−8 1112 · 10−8 0.28 · 10−9 2.5

6 Water
vapor

18.01528998.2 101.2·10−8 101000 ·
10−8

0.29 · 10−9 0.05
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a) b)

Figure 2. a) Explosion at the emergency fall place (30 seconds); b) formation of the
cloud (1 minute after the explosion)

At the �rst seconds of the accident cloud takes on a mushroom shape, where
a vortex ring is observed on the upper part, as can be seen from �gure 3. At the
initial time, the vortex ring's temperature is large and equal to 1800 K, for 5.5
seconds the temperature drops substantially to 400 K due to adiabatic expansion
and turbulent mixing of the cloud's heated air and the environment's cold air.
The drop in the cloud's temperature after 5.5 seconds occurs at a lower rate,
because at these times the temperature changes due to turbulent mixing. The
hot ball of heated air rises to the atmosphere until the temperature, the density
of the external and internal heated and cold air's gas components equals, under
the in�uence of buoyancy force. E�ect of thermal radiation was not taken into
account while performing numerical simulation. Fig.3 shows the dynamics of the
concentration in the cloud. Fig.4 shows the change graphs in the height of the
cloud rise, maximum temperature in the cloud, volume of the cloud as a time
function.

Conclusion

There are obtained results of numerical simulation of cloud formation. There are
determined cloud's geometric characteristics raised as a result of surfacing: height
of the cloud, the cloud volume, and the shape of the vortex ring in the cloud.
Comparison of the cloud rise height as a function of the explosion power with the
analytic formula of Satton con�rmed the applicability of the mathematical model
used to the cloud formation problem in a surface explosion of a carrier rocket.
The explosion power is calculated from the funnel size. The results of numerical
simulation of cloud formation are obtained. The geometric characteristics of the
cloud raised as a result of ascent are determined: the height of the cloud, the
volume of the cloud, the shape of the vortex ring in the cloud. The blast power
is calculated from the size of the crater. The obtained results of the simulation,
which determines the height of the cloud elevation corresponds to the results of
Onufriev [5], at low explosion power. In conclusion, we note that the results of
this study allow us to estimate the geometric characteristics of raised cloud, the
concentration of gas components mixture in the cloud at di�erent instants of
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a) b)

Figure 3. Distribution dynamics of the mixture concentration �eld at the initial value
of explosion energy E = 3.67 · 109 J in cross section x = 60m: a) t = 5 sec; b) t = 35
sec.

a) b)

Figure 4. � Change of a) temperature; b) the formed cloud height with the explosion
power q=0.878 ton.

time. Such an opportunity is invaluable in absence of experimental data on the
cloud formed as a result of an accident. The obtained results allow conducting
a primary assessment of the accident impact on the environment.
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Abstract The results of a numerical method of cyclic sweep for solving
seven point di�erence equations are presented. A numerical algorithm
for seven diagonal matrix systems is developed using the cyclic sweep
method, taking into account periodic boundary conditions for problems
of numerical analysis in spherical, cylindrical coordinate systems. The
given algorithm consists of two stages of sweep methods, which yields
sixth order accuracy in space. A comparative analysis of the results with
the exact solution is made, and it has good matching.The developed
algorithm can be applied in solving problems of hydrodynamics in
cylindrical, spherical areas.

Keywords: Seven-point di�erence equations, periodic boundary
conditions, �nite di�erence method, cyclic - seven diagonal matrix.

Introduction

In the solutions of problems of hydrodynamics, magnetohydrodynamics and
other domains, there are quite large systems of equations with special boundary
conditions that take a long time to compute, where sometimes the solution may
be unsatisfactory.

In the solution of boundary value problems, linear and nonlinear systems of
the equation are found, taking into account periodic boundary conditions. When
using three-point approximation and �ve-point approximation for boundary
value problems of ordinary di�erential equations with constant and variable
coe�cients, it is possible to obtain, respectively, the second and fourth order
of accuracy.

In [1], a periodic solution of three-point di�erence equations in cylindrical
and spherical coordinates was proposed. Such equations arise when ordinary
di�erential equations of the second order are approximated.The appearance of
a system of linear equations with a periodic �ve diagonal matrix is associated
with the fourth-order approximation by the method of �nite di�erences of the
di�erential equation taking into account periodic boundary conditions.In [7],
the shallow water equations were solved by the �nite element method using the
two-step method of Numerov-Galerkin, where numerical solutions of cyclic �ve
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- diagonal approximation were required and the fourth order of approximation
in space was obtained.

A new method for solving symmetric periodic three-diagonal linear systems
was proposed in [3], and later it was modi�ed to adapt to work with matrices
having a special structure. In the paper [4] is adapted to the case where
the matrix coe�cients are strongly diagonally dominant and have a �ve-point
approximation.

Cyclic and cyclic block �ve diagonal systems of linear equations that occur in
the numerical solution of one-dimensional or multidimensional boundary-value
problems subject to periodic boundary solutions. These systems can be classi�ed
as sparse linear systems [5]. There is a relatively large number of good general
and special target programs that can be used to solve these systems through
direct or iterative methods [6]-[7].

In this paper, an algorithm for solving cyclic seven-point approximation
for numerical analysis problems in spherical, cylindrical coordinate systems is
developed. This algorithm consists of two stages of run and allows to obtain an
approximation in space to the sixth order of accuracy.

Problem statement

Let it be required to �nd the solution of the following system of seven point
equations:

a1uN−2 + b1uN−1 + c1uN + d1u1 + e1u2 + f1u3 + g1u4 = z1, i = 1,

a2uN−1 + b2uN + c2u1 + d2u2 + e2u3 + f2u4 + g2u5 = z2, i = 2,

a3uN + b3u1 + c3u2 + d3u3 + e3u4 + f3u5 + g3u6 = z3, i = 3,

aiui−3 + biui−2 + ciui−1 + diui + eiui+1+

+ fiui+2 + giui+3 = zi, 4 ≤ i ≤ N − 3,

aN−2uN−5 + bN−2uN−4 + cN−2uN−3 + dN−2uN−2+

+ eN−2uN−1 + fN−2uN + gN−2u1 = zN−2, i = N − 2,

aN−1uN−4 + bN−1uN−3 + cN−1uN−2 + dN−1uN−1+

+ eN−1uN + fN−1u1 + gN−1u2 = zN−1, i = N − 1,

aNuN−3 + bNuN−2 + cNuN−1 + dNuN+

+ eNu1 + fNu2 + gNu3 = zN , i = N.

(1)

or in vector form

AU = Z

where U = (u1, u2, . . . , uN ) - vector of unknowns, Z = (z1, z2, . . . , zN ) �the
vector of the right parts, and the matrix is a seven-diagonal square matrix of
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dimension N ×N .

A =



d e f g 0 . . . . . . . . . . . . 0 a b c

c d e f g
. . .

... 0 a b

b c d e f g
. . .

...
... 0 a

a b c d e f g
. . .

...
...

... 0

0
. . .

. . .
. . .

. . .
. . .

. . .
. . .

. . .
...

...
...

...
...
. . .

. . .
. . .

. . .
. . .

. . .
. . .

. . . 0
...

...
...

...
. . .

. . .
. . .

. . .
. . .

. . .
. . .

. . . 0
...

...
...

. . .
. . .

. . .
. . .

. . .
. . .

. . .
. . . 0

...
...

. . .
. . .

. . .
. . .

. . .
. . .

. . .
. . . 0

0 . . . . . . . . . . . . 0
. . .

. . .
. . .

. . .
. . .

. . . g

g 0 . . . . . . . . . . . . 0
. . .

. . .
. . .

. . .
. . . f

f g 0 . . . . . . . . . . . . 0
. . .

. . .
. . .

. . . e
e f g 0 . . . . . . . . . . . . 0 a b c d


N×N

Numerical method

For the numerical solution of the system (1) consists of two stages. At the �rst
stage, the method of seven diagonal sweeps is used to �nd u1, u2, . . . , uN−3. At
the second stage is looking for uN−2, uN−1, uN .

E =



d e f g 0 . . . . . . . . . . . . 0

c d e f g
. . .

...

b c d e f g
. . .

...

a b c d e f g
. . .

0 a b c d e f g
. . .

...
...
. . .

. . .
. . .

. . .
. . .

. . .
. . .

. . . 0
...

. . .
. . .

. . .
. . .

. . .
. . .

. . . g
...

. . .
. . .

. . .
. . .

. . .
. . . f

...
. . .

. . .
. . .

. . .
. . . e

0 . . . . . . . . . . . . 0 a b c d


(N−3)×(N−3)

At the �rst stage we �nd u1, u2, . . . , uN−3 by removing from the matrix A
the last 3 rows and the last 3 columns we build seven diagonal matrix with size
(N − 3)× (N − 3).
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Then the system (1) is reduced to the following form:

d1u1 + e1u2 + f1u3 + g1u4 = z1, i = 1,

c2u1 + d2u2 + e2u3 + f2u4 + g2u5 = z2, i = 2,

b3u1 + c3u2 + d3u3 + e3u4 + f3u5 + g3u6 = z3, i = 3,

aiui−3 + biui−2 + ciui−1 + diui + eiui+1+

+ fiui+2 + giui+3 = zi, 4 ≤ i ≤M − 3,

aM−2uM−5 + bM−2uM−4 + cM−2uM−3 + dM−2uM−2+

+ eM−2uM−1 + fM−2uM = zM−2, i = M − 2,

aM−1uM−4 + bM−1uM−3 + cM−1uM−2+

+ dM−1uM−1 + eM−1uM = zM−1, i = M − 1,

aMuM−3 + bMuM−2 + cMuM−1 + dMuM = zM , i = M.

(2)

where M = N − 3.
We proceed to the construction of the algorithm for solving the system

(2). For the solution of system (2) sweep method is used for the seven point
equations. The solution of the system (2) will be found in the form:

ui = si − piui+1 − qiui+2 − riui+3, i = M − 3,M − 4, . . . , 1. (3)

uM−2 = sM−2 − pM−2uM−1 − qM−2uM , i = M − 2. (4)

uM−1 = sM−1 − pM−1uM , i = M − 1. (5)

For the implementation of (3) � (5) you need to set UM , and de�ne sweep
method coe�cients of si, pi, qi, ri . Using equation (3), we express ui−1, ui−2,
ui−3 through ui, ui+1, ui+2.

ui−1 = si−1 − pi−1ui − qi−1ui+1 − ri−1ui+2, (6)

ui−2 = si−2 − pi−2ui−1 − qi−2ui − ri−2ui+1 =

= si−2 − pi−2(si−1 − pi−1ui − qi−1ui+1 − ri−1ui+2)− (7)

−qi−2ui − ri−2ui+1 = (si−2 − pi−2si−1) + (pi−2pi−1 − qi−2)ui)+

+(pi−2qi−1 − ri−2)ui+1 + pi−2ri−1ui+2.

ui−3 = si−3 − pi−3ui−2 − qi−3ui−1 − ri−3ui = si−3 −

−pi−3[(si−2 − pi−2si− 1) + (pi−2pi−1 − qi−2) + (pi−2qi−1 − ri−2)ui+1 + (8)

+pi−2ri−1ui+2]− qi−3(si−1 − pi−1ui − qi−1ui+1 − ri−1ui+2) =

= [si−3 − pi−3(si−2 − pi−2si−1)− qi−3si−1] +
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+[−pi−3(pi−2pi−1 − qi−2 + qi−3pi−1 − ri−3)ui +

+[−pi−3(pi−2qi−1 − ri−2) + qi−3qi−1]ui+1 +

+[−pi−3pi−2ri−1 + qi−3ri−1]ui+2.

Substituting (6) - (8) into equation sysems (2) for 4 ≤ i ≤M − 3 we obtain

[ai[si−3 − pi−3(si−2 − pi−2si−1)− qi−3si−1] + bi(si−2 − pi−2si−1) + cisi−1] +

+[ai[−pi−3(pi−2pi−1 − qi−2) + qi−3pi−1 − ri−3] + bi(pi−2pi−1 − qi−2)−

−cipi−1 + di]ui + [ai[−pi−3(pi−2qi−1 − ri−2) + qi−3qi−1] +

+bi(pi−2qi−1 − ri−2)− ciqi−1 + ei]ui+1 + [ai[−pi−3pi−2ri−1 +

+qi−3ri−1] + bipi−2ri−1 − ciri−1 + fi]ui+2 + giui+3 = zi.

or

ui =
1

∆i
(zi − [ai[si−3 − pi−3(si−2 − pi−2si−1)− qi−3si−1] +

+bi(si−2 − pi−2si−1) + cisi−1])− 1

∆i
([ai[−pi−3(pi−2qi−1 − ri−2) +

+qi−3qi−1] + bi(pi−2qi−1 − ri−2)− ciqi−1 + ei])ui+1 −
1

∆i
giui+3− (9)

− 1

∆i
([bipi−2ri−1 − ciri−1 + fi + ai[−pi−3pi−2ri−1 + qi−3ri−1])ui+2,

where
∆i = [ai[−pi−3(pi−2pi−1 − qi−2) + qi−3pi−1 − ri−3] + bi(pi−2pi−1 − qi−2) −

cipi−1 + di].
Comparing the expression (9) with (3):

si =
1

∆i
(zi − ai[si−3 − pi−3(si−2 − pi−2si−1)− qi−3si−1]+

+ bi(si−2 − pi−2si−1) + cisi−1])

pi =
1

∆i
([ai[−pi−3(pi−2qi−1 − ri−2) + qi−3qi−1]+

+ bi(pi−2qi−1 − ri−2)− ciqi−1 + ei])

qo =
1

∆i
([ai[−pi−3pi−2ri−1 + qi−3ri−1] + bipi−2ri−1 + fi])

ri =
1

∆i
gi.

(10)

The recurrence relations (10) connects si, pi, qi, ri with si−1, pi−1, qi−1,
ri−1, si−2, pi−2, qi−2, ri−2 and si−3, pi−3, qi−3, ri−3 . Therefore, if will be set to
si, pi, qi, ri, then by the formulas (10) can successively �nd all the coe�cients
of the sweep method si, pi, qi, ri for 3 ≤ i ≤M − 1.
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Let's �nd si, pi, qi, ri for i = 1, 2, 3. From equation (3) and equation systems
(2) for i = 1:

u1 = s1 − p1u2 − q1u3 − r1u4 (11)

d1u1 + e1u2 + f1u3 + g1u4 = z1

u1 =
z1

d1
− e1

d1
u2 −

f1

d1
u3 −

g1

d1
u4 (12)

Comparing the expression (11) with (12) :

s1 =
z1

d1
; p1 =

e1

d1
; q1 =

f1

d1
; r1 =

g1

d1

From equation (3) and equation (2) for i = 3:

u2 = s2 − p2u3 − q2u4 − r2u5 (13)

c2u1 + d2u2 + e2u3 + f2u4 + g2u5 = z2

u1 = s1 − p1u2 − q1u3 − r1u4

c2(s1 − p1u2 − q1u3 − r1u4) + d2u2 + e2u3 + f2u4 + g2u5 = z2

(d2 − c2p1)u2 = z2 − c2s1 − (e2 − c2q1)u3 − (f2 − c2r2)u4 − g2u5

u2 =
z2 − c2s1

d2 − c2p1
− e2 − c2q1

d2 − c2p1
u3 −

f2 − c2r1

d2 − c2p1
u4 −

g2

d2 − c2p1
u5 (14)

Comparing the expression (13) with (14)

s2 =
z2 − c2s1

d2 − c2p1
; p2 =

e2 − c2q1

d2 − c2p1
;

q2
f2 − c2r1

d2 − c2p1
; r2 =

g2

d2 − c2p1
.

From (7) è ñèñòåìû (2) we immediately obtain:

u1 = (s1 − p1s2) + (p1p2 − q1)u3 + (p1q2 − r1)u4 + p1r2u5

u2 = s2 − p2u3 − q2u4 − r2u5

u3 = s3 − p3u4 − q3u5 − r3u6 (15)

b3u1 + c3u2 + d3u3 + e3u4 + f3u5 + g3u6 = z3
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b3((s1 − p1s2) + (p1p2 − q1)u3 + (p1q2 − r1)u4 + p1r2u5)+

+c3(s2 − p2u3 − q2u4 − r2u5) + d3u3 + e3u4 + f3u5 + g3u6 = z3

(d3 + b3(p1p2 − q1)− c3p2)u3 = z3 − (b3(s1 − p1s2) + c3s2)−

−(e3 + b3(p1q2 − r1 − c3q2)u4 − (f3 + b3p1r2 − c3r2)u5 − g3u6

u3 =
z3 − (b3(s1 − p1s2) + c3s2)

(d3 + b3(p1p2 − q1)− c3p2)
− (e3 + b3(p1q2 − r1)− c3q2)

(d3 + b3(p1p2 − q1)− c3p2)
u4− (16)

− (f3 + b3p1r2 − c3r2)

(d3 + b3(p1p2 − q1)− c3p2)
u5 −

g3

(d3 + b3(p1p2 − q1)− c3p2)
u6.

Comparing the expression (15 with (16)

s3 =
z3 − (b3(s1 − p1s2) + c3s2)

d3 + b3(p1p2 − q1)− c3p2
; p3 =

e3 + b3(p1q2 − r1)− c3q2

d3 + b3(p1p2 − q1)− c3p2
;

q3 =
f3 + b3p1r2 − c3r2

d3 + b3(p1p2 − q1)− c3p2
; r3 =

g3

d3 + b3(p1p2 − q1)− c3p2
.

In order to �nd uM−2 and uM−3 we substitute equation (3) at i = M − 1,
i = M − 2 è i = M − 3

uM−1 = sM−1 − pM−1uM

uM−2 = sM−2 − pM−2uM−1 − qM−2uM

uM−3 = sM−3 − pM−3uM−2 − qM3
uM−1 − rM−3uM

We will express uM−2 è uM−3 through uM . In order to express uM−2 through
uM substitute uM−1 to uM−2. And for the expression uM−3 through uM we
substitute uM−1 and found uM−2 substtitute to uM−3.

uM−2 = (sM−2 − pM−2sM−1) + (pM−2pM−1 − qM−2)uM−1

uM−3 = [sM−3 − pM−3(sM−2 − pM−2sM−1)− qM−3sM−1]+

+[−pM−3(pM−2pM−1 − qM−2) + qM−3pM−1 − rM−3]uM

aMuM−3 + bMuM−2 + cMuM−1 + dMuM = zM (17)

We substitute uM−1and found uM−2 and uM−3 substitute into equation (17):

aM ([sM−3 − pM−3(sM−2 − pM−2sM−1)− qM−3sM−1])uM+

+aM ([−pM−3(pM−2pM−1 − qM−2) + qM−3pM−1 − rM−3])uM+
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+bM ((sM−2 − pM−2sM−1) + (pM−2pM−1 − qM−2)uM )+

+cM (sM−1 − pM−1uM ) + dMuM = zM

aM ([−pM−3(pM−2pM−1 − qM−2) + qM−3pM−1 − rM−3])uM+

+aM (bM (pM−2pM−1 − qM−2)− cMpM−1 + dM )uM =

= zM − aM ([sM−3 − pM−3(sM−2 − pM−2sM−1)− qM−3sM−1])−

−bM (sM−2 − pM−2sM−1)− cMsM−1

um =
1

∆M
(zM − aM (sM−3 − pM−3(sM−2 − pM−2sM−1)− qM−3sM−1)−

−bM (sM−2 − pM−2sM−1)− cMsM−1)

or

uM = sM

uM−1 = sM−1 − pM−1uM

uM−2 = sM−2 − pM−2uM−2 − qM−2uM

ui = si − piui+1 − qiui+2 − riui+3

At the second stage we �nd uN−2, uN−1, uN . Û vector of unknowns with
size (N − 3), ẑ, vector of right-hand sides with size (N − 3), ĝn, matrix with size
(N − 3)× 3, which is constructed from the last 3 rows from the original matrix
A, f̂n is a matrix with size (N − 3) × 3, which is constructed from the last 3
columns from the original matrix A.

Û =



u1

...

...

...

...

...

...
uN−3


(N−3)

ĝ =



g f e
0 g f
... 0 g
...
... 0

0
...
...

a 0
...

b a 0
c b a


(N−3)×3
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ẑ =



z1

...

...

...

...

...

...
zN−3


(N−3)

f̂n =



a b c
0 a b
... 0 a
...
... 0

0
...
...

g 0
...

f g 0
e f g


(N−3)×3

Then the system (2) can be rewritten as

EÛ + f̂n

uN−2

uN−1

uN

 = ẑ (18)

ĝTn Û +

d e f
c d e
b c d

uN−2

uN−1

uN

 =

zN−2

zN−1

zN


Also we have:

ẑ =

zN−2

zN−1

zN

 = z (19)

From (18) we get

Û = E−1ẑ − E−1f̂n

uN−2

uN−1

uN

 (20)

Substituting (20) in (19) then we get:

ĝTnE
−1ẑ − ĝTnE−1f̂n

uN−2

uN−1

uN

+

d e f
c d e
b c d

uN−2

uN−1

uN

 =

zN−2

zN−1

zN



d e f
c d e
b c d

− ĝTnE−1f̂n


uN−2

uN−1

uN

 =

zN−2

zN−1

zN

− ĝTnE−1ẑ

In the �nal analysis, there are three values of the unknown vectoruN−2

uN−1

uN

 =


d e f
c d e
b c d

− ĝTnE−1f̂n


−1

zN−2

zN−1

zN

− ĝTnE−1ẑ


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Test problem

Consider a linear di�erential equation of the form:

u′′(x)− u(x) = (1− 4π2) sin(2πx), 0 ≤ x ≤ 1 (21)

With periodic boundary conditions:

u(1) = u(0), u(−h) = u(1− h) (22)

where h computational grid step h = 1
N .

Exact solution of the problem (21) � (22) is written as:

u(x) = sin(2πx) (23)

The di�erence operator for approximating the second derivative of the
function u at the point xi can be represented in the following form:

d2u

dx2

∣∣∣∣
xi

→ Λxx =
2ui+3 − 27ui+ 2 + 270ui+1 − 490ui

180h2
+

+
270ui−1 − 27ui−2 + 2ui−3

180h2
=

180h2 u′′|i + 12960
8! h8 u(8)

∣∣
i

180h2
= (24)

= u′′|i +
72

8!
h6 u(8)

∣∣∣
i

= u′′|i +O(h6)

Thus, the di�erence operator (24) approximating the second derivative of
the function u at the pointxi, has the sixth order of approximation.

For the numerical solution of the problem (21) - (22) the cyclic seven
diagonal sweep method is applied.

1

180h2
=

=



−490 + 180h2 270− 27 2 0 . . . . . . . . . 0 2 −27 270

272
. . .

. . .
. . .

. . .
... 0 2 −27

−27
. . .

. . .
. . .

. . .
. . .

...
... 0 2

2
. . .

. . .
. . .

. . .
. . .

. . .
...

...
... 0

0
. . .

. . .
. . .

. . .
. . .

. . . 0
...

...
...

...
. . .

. . .
. . .

. . .
. . .

. . .
. . . 0

...
...

...
. . .

. . .
. . .

. . .
. . .

. . .
. . .

. . . 0
...

...
. . .

. . .
. . .

. . .
. . .

. . .
. . .

. . .
. . . 0

0
. . .

. . . 0
. . .

. . .
. . .

. . .
. . .

. . . 2

2 0
. . .

. . . 0
. . .

. . .
. . .

. . .
. . . −27

−27 2 0
. . .

. . . 0
. . .

. . .
. . .

. . . 270

270 −27 2 0
. . .

. . . 0 2 −27 270 −490 + 180h2



·
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·



u1

u2

u3

...

...

...

...

...

...

...

...
uN−2

uN−1

uN



=



z1

z2

z3

...

...

...
(1− 4π2) sin(2πih)

...

...

...

...
zN−2

zN−1

zN



Table 1 compares the results of an exact solution with the numerical solution

Table 1. The data of the exact and numerical solution are presented.

X Exact solution Numerical solution Error
0 0.0000000E+00 -6.3122734E-06 6.3122734E-06
4 0.7071068 0.7070988 7.9274178E-06
8 1.000000 0.9999912 8.8214874E-06
12 0.7071068 0.7070988 7.9274178E-06
16 -8.7422777E-08 -6.0498714E-06 5.9624485E-06
20 -0.7071069 -0.7071112 4.3511391E-06
24 -1.000000 -1.000004 4.1723251E-06
28 -0.7071065 -0.7071114 4.8279762E-06
32 1.7484555E-07 -6.3122734E-06 6.4871188E-06

Thus, a numerical method of cyclic sweep was developed to solve seven
point di�erence equations, where an algorithm for solving the seven diagonal
matrix system was constructed by cyclic sweep method taking into account
periodic boundary conditions. The obtained results have good agreement with
the results of the exact solution. The developed algorithm can �nd its application
in the solution of problems of hydrodynamics, magnetohydrodynamics and
electrodynamics in cylindrical, spherical regions.
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Abstract This work deals with the modelling of the decay of turbulent
kinetic energy by combining two di�erent numerical methods: �nite-
di�erence and spectral methods. The numerical algorithm solves
non-stationary three-dimensional Navier-Stokes equations. The hybrid
method solves the Navier-Stokes equations by a �nite-di�erence method
in combination with cyclic penta - diagonal matrix, which yields fourth-
order accuracy in space and second - order accuracy in time. The
pressure Poisson equation is solved by the spectral method, which is
proposed to speed up the solution procedure. For validation of the
developed algorithm the classical problem of the 3-D Taylor and Green
vortex �ow is considered, and the simulated time-dependent turbulence
characteristics of this �ow were found to be in excellent agreement
with the corresponding analytical solution valid for short times. We also
demonstrate that the developed e�cient numerical algorithm can be used
to simulate the turbulence decay at di�erent �ow Reynolds numbers.

Keywords: Taylor and Green vortex problem, �nite di�erence method,
Navier-Stockes equation, spectral method, cyclic -penta diagonal matrix

The study of cascade vortex �ow is an urgent task, since the study of vortex
dynamics leads to correct models and correct understanding of turbulent �ows.
In this paper we study the evolution of classical vortex problem proposed by
Taylor and Green [1] who considered a possibility of solving the Navier-Stokes
equations analytically by a method for successive approximations, in order to
describe three-dimensional turbulence evolution (speci�cally energy cascade and
viscous dissipation) over time, with the resulting �ow now known as the Taylor-
Green vortex �ow. Their work was motivated by the decay of three-dimensional
turbulent �ow produced in a wind tunnel, a fundamental process in turbulent
�ow, due to the grinding down of eddies, produced by nonlinearity of the Navier-
Stokes equations. In their work the kinetic energy and its dissipation rate were
determined analytically.

Taylor and Green's original analytical investigation is rigorous only for
short times. To extend the understanding of the 3D Taylor-Green vortex �ow,
Brachet et al [3] solved the Taylor- Green vortex problem by two methods:
numerical solution using the spectral method and power-series analysis in
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time. The resulting average kinetic energy and energy spectra at di�erent �ow
Reynolds numbers were presented and compared. Later, in [3] three dimensional
Navier-Stockes equations were numerically integrated with the periodic Taylor-
Green initial condition to obtain the �ow evolution at Reynolds numbers Reλ =
140. In this direct numerical simulation study the slope of energy spectrum was
compared with Kolmogorov's −5/3 slope in the inertial subrange. Moreover, the
compressible Navier-Stokes equations have also been applied to the Taylor-Green
vortex problem using large-eddy simulation in [4] at di�erent grid resolutions,
and the time evolutions of the kinetic energy and its dissipation rate were
compared at di�erent grid resolutions. However, in these reported studies the
comparison results of turbulence characteristics, such as dissipation rate and
kinetic energy with the exact analytical solution were not re�ected .

This work deals with the modelling of turbulent energy decay using a
hybrid method combining �nite-di�erence and spectral methods. To simulate the
turbulent process the three-dimensional non-stationary Navier-Stokes equation
is used. The problem of turbulence decay is solved at di�erent Reynolds numbers:
Re = 100;Re = 300;Re = 600 by using the hybrid method, where the
equation of motion is solved by using a �nite-di�erence method in combination
with cyclic penta-diagonal matrix, which ensures a high-order accuracy, and a
spectral method for solution of the Poisson equation, which is highly e�cient.
For validation of the developed algorithm the classical problem of Taylor and
Green [1] was re-considered as a model of decaying turbulence.

Analytical solution of the Taylor-Green vortex problem

We duplicate the classical example proposed in [1] in order to validate the
numerical simulation of increasing order of accuracy in time and in space
O(dt2, h4), with e�cient acceleration for sequential algorithm. Starting from a
simple incompressible three-dimensional initial condition of the form.

u1(x1, x2, x3, t = 0) = cos(ax1) sin(ax2) sin(ax3),

u2(x1, x2, x3, t = 0) = − sin(ax1) cos(ax2) sin(ax3),

u3(x1, x2, x3, t = 0) = 0.

(1)

and assuming periodic conditions in a cubic domain: 0 6 x1 6 2π, 0 6 x2 6
2π, 0 6 x3 6 2π with a = 1, the three-dimensional �ltered Navier-Stokes
equation 

∂ui
∂t + uj

∂ui
∂xj

= − 1
ρ
∂p
∂xi

+ 1
Re

∂2ui
∂xi∂xj

,

∂ui
∂x
i

= 0.

(2)

can be solved analytically at small times, using perturbation expansion. In (1)
all quantities have been properly normalized by the initial maximum velocity
magnitude U0 in the x1 or x2 direction, and L/2π , where L is the physical
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domain size, ui -velocity at i = 1, 2, 3, corresponding to x1, x2, x3 directions,
Re = LU0/ν is the Reynolds number of �ow, U0 - the characteristic velocity,
T = aU0t, a = 2π/L. The pressure p has been normalized by ρU2

0 . Taylor and
Green obtained a perturbation expansion of the velocity �eld, up to O(t5) . The
resulting average kinetic energy is:

Ek =
U2

0

8
u
′2 (3)

where

u
′2 = 1− 6T

Re
+

18T 2

Re2 −
(

5

24
+

36

Re2

)
T 3

Re
+

(
5

2Re2 +
54

Re4

)
T 4−

−
(

5

44.12
+

367

24Re2 +
4.81

5Re4

)
T 5

Re
+

(
361

44.32
+

761

12Re2 +
324

5Re4

)
T 6

Re2 .

(4)

The dissipation rate is written in the following form:

W = µ
3U2

0 a
2

4
W
′

(5)

where

W
′

=

(
5

48
+

18T 2

Re2

)
T 2 −

(
5

3
+

36

Re2

)
T 3

Re
+ 1− 6T

Re
+

+

(
50

99.64
+

1835

9.16Re2 +
54

Re4

)
T 4 −

(
361

44.32
+

761

12Re2 +
324

5Re4

)
T 5

Re
.

(6)

Numerical method for time-dependent three-dimensional
�ows

In this paper, we solve the three-dimensional non-stationary Navier-Stokes
equations using a splitting scheme that consists of three steps [5]. In the �rst
step, the equation for motion is solved, without taking pressure into account. For
approximation of the convective and di�usion terms of the intermediate velocity
�eld a �nite-di�erence method in combination with cyclic penta-diagonal matrix
is used [6,7], which allowed to increase the order of accuracy in space.

The intermediate velocity �eld is solved by using the Adams-Bashforth
scheme in combination with a �ve-point sweep method. Let's consider the
velocity component u1 in the horizontal direction at the spatial location
(i+ 1/2, j, k):

∂u1

∂t
+
∂(u1u1)

∂x1
+
∂(u1u2)

∂x2
+
∂(u1u3)

∂x3
=

1

Re

(
∂2u1

∂x2
1

+
∂2u1

∂x2
2

+
∂2u1

∂x2
3

)
(7)

When using the explicit Adams-Bachfort scheme for convective terms and
the implicit Crank-Nicholson scheme for viscous terms, equation (7) takes the
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form:

û1
n+1
i+ 1

2 ,j,k
− u1

n
i+ 1

2 ,j,k
= −3dt

2
[hx]

n
i+ 1

2 ,j,k
+
dt

2
[hxp]

n−1
i+ 1

2 ,j,k
+ dt [ax]

n
i+ 1

2 ,j,k
+

+
dt

2

1

Re

(
∂2û1

∂x2
1

)n+1

i+ 1
2 ,j,k

+
dt

2

1

Re

[(
∂2û1

∂x2
2

)n+1

i+ 1
2 ,j,k

+

(
∂2û1

∂x2
3

)n+1

i+ 1
2 ,j,k

] (8)

where

[hx]
n
i+ 1

2 ,j,k
=

(
∂u1u1

∂x1

)n
i+ 1

2 ,j,k

+

(
∂u1u2

∂x2

)n
i+ 1

2 ,j,k

+

(
∂u1u3

∂x3

)n
i+ 1

2 ,j,k

[hxp]
n−1
i+ 1

2 ,j,k
=

(
∂u1u1

∂x1

)n−1

i+ 1
2 ,j,k

+

(
∂u1u2

∂x2

)n−1

i+ 1
2 ,j,k

+

(
∂u1u3

∂x3

)n−1

i+ 1
2 ,j,k

[ax]
n
i+ 1

2 jk
=

1

2
· 1

Re

[(
∂2u1

∂x2
1

)n
i+ 1

2 jk

+

(
∂2u1

∂x2
2

)n
i+ 1

2 jk

+

(
∂2u1

∂x2
3

)n
i+ 1

2 jk

]
Discretization of convective terms looks as [8]:

(
∂u1u1

∂x1

)∣∣∣∣
i+ 1

2 ,j,k

= − 1

24∆x1
(u2

1)i+2,j,k +
9

8∆x1

[
(u2

1)i+1,j,k − (u2
1)i,j,k

]
+

+
1

24∆x1
(u2

1)i−1,j,k +O(∆x4
1);(

∂u1u2

∂x1

)∣∣∣∣
i+ 1

2 ,j,k

=
1

24∆x2
(u1u2)i+ 1

2 ,j,k
− 1

24∆x2
(u1u2)i+ 1

2 ,j+
3
2 ,k

+

+
9

8∆x2

[
−(u1u2)i+ 1

2 ,j−
1
2 ,k

+ (u1u2)i+ 1
2 ,j+

1
2 ,k

]
+O(∆x4

2);

(
∂u1u3

∂x3

)∣∣∣∣
i+ 1

2 ,j,k

=
1

24∆x3
(u1u3)i+ 1

2 ,j,k−
3
2
− 1

24∆x3
(u1u3)i+ 1

2 ,j,k+ 3
2
+

+
9

8∆x3

[
−(u1u3)i+ 1

2 ,j,k−
1
2

+ (u1u3)i+ 1
2 ,j,k+ 1

2

]
+O(∆x4

3);

where

(u1u1)i,j,k =
1

256

(
9u1i− 1

2 ,j,k
+ 9u1i+ 1

2 ,j,k
− u1i+ 3

2 ,j,k
− u1i− 3

2 ,j,k

)2

;

(u1u2)i+ 1
2 ,j+

1
2 ,k

=
1

256

(
9u1i+ 1

2 ,j,k
+ 9u1i+ 1

2 ,j+1,k − u1i+ 1
2 ,j+2,k − u1i+ 1

2 ,j−1,k

)
·
(

9u2i+1,j+ 1
2 ,k

+ 9u2i,j+ 1
2 ,k
− u2i+2,j+ 1

2 ,k
− u2i−1,j+ 1

2 ,k

)
;

(u1u3)i+ 1
2 ,j,k+ 1

2
=

1

256

(
−u1i+ 1

2 ,j,k+2 − u1i+ 1
2 ,j,k−1 + 9u1i+ 1

2 ,j,k
+ 9u1i+ 1

2 ,j,k+1

)
·
(
−u3i+2,j,k+ 1

2
+ 9u3i+1,j,k+ 1

2
+ 9u3i,j,k+ 1

2
− u3i−1,j,k+ 1

2

)
;
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Then the left hand side of equation (8) is denoted by q
i+ 1

2 jk

qi+ 1
2 jk
≡ û1

n+1
i+ 1

2 ,j,k
− u1

n
i+ 1

2 ,j,k
. (9)

We �nd û1
n+1
i+ 1

2 jk
from equation (9)

û1
n+1
i+ 1

2 ,j,k
= qi+ 1

2 jk
+ u1

n
i+ 1

2 ,j,k
.

Replacing all û1
n+1
i+ 1

2 ,j,k
from the equations (8) we obtain

− dt

2

1

Re

(
∂2q

∂x2
1

)
i+ 1

2 ,j,k

− dt

2

1

Re

(
∂2q

∂x2
2

)
i+ 1

2 ,j,k

− dt

2

1

Re

(
∂2q

∂x2
3

)
i+ 1

2 ,j,k

+

+ qi+ 1
2 jk

= −3dt

2
[hx]

n
i+ 1

2 ,j,k
+
dt

2
[hxp]

n−1
i+ 1

2 ,j,k
+ 2dt [ax]

n
i+ 1

2 ,j,k

(10)

We can re-write equation (10) as[
1− dt

2

1

Re

∂2

∂x2
1

− dt

2

1

Re

∂2

∂x2
2

− dt

2

1

Re

∂2

∂x2
3

]
qi+ 1

2 jk
= di+ 1

2 ,j,k
, (11)

where

di+ 1
2 jk

= −3dt

2
[hx]

n
i+ 1

2 ,j,k
+
dt

2
[hxp]

n−1
i+ 1

2 ,j,k
+ 2 · dt [ax]

n
i+ 1

2 ,j,k
.

Assuming that equation (11) has the second-order accuracy in time, we may
solve the following equation instead:

[
1− dt

2

1

Re

∂2

∂x2
1

] [
1− dt

2

1

Re

∂2

∂x2
2

] [
1− dt

2

1

Re

∂2

∂x2
3

]
q∗i+ 1

2 ,j,k
= di+ 1

2 ,j,k
(12)

We can show that Equation (12) is an O(∆t4) approximation to equation (11)
[5].

Equation (12) is a factorization approximation to equation (11), which allows
each spatial direction to be treated sequentially. If we denote the solution to
Equation (12) as q∗

i+ 1
2 jk

, by expanding Equation (12), subtracting equation (11)

from it, and noting that qi+ 1
2 jk
∼ O

(
dt2
)
, we obtain

(
q∗
i+ 1

2 jk
− qi+ 1

2 jk

)
∼

O
(
dt4
)
. Therefore, Equation (12) is actually an order O

(
dt4
)
approximation

to equation (11), rather than an order O
(
dt3
)
approximation as stated in [5]

without proof. Since the di�erence between q∗
i+ 1

2 jk
and qi+ 1

2 jk
is of higher order,

we shall return to the same notation and just use qi+ 1
2 jk

.
To determine q

i+ 1
2 jk

, equation (12) is solved in 3 stages in sequence as

follows: [
1− dt

2
· 1

Re
· ∂

2

∂x2
1

]
Ai+ 1

2 ,j,k
= di+ 1

2 ,j,k
; (13)
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[
1− dt

2
· 1

Re
· ∂

2

∂x2
2

]
Bi+ 1

2 ,j,k
= Ai+ 1

2 ,j,k
; (14)

[
1− dt

2
· 1

Re
· ∂

2

∂x2
3

]
qi+ 1

2 ,j,k
= Bi+ 1

2 jk
. (15)

At the �rst stage, A
i+ 1

2 ,j,k
is sought in the coordinate direction x1:[

1− dt

2
· 1

Re
· ∂

2

∂x2
1

]
Ai+ 1

2 ,j,k
= di+ 1

2 ,j,k
,

Ai+ 1
2 ,j,k
− dt

2
· 1

Re
·
(
∂2A

∂x2
1

)
i+ 1

2 ,j,k

= di+ 1
2 ,j,k

,

Ai+ 1
2 ,j,k
− dt

2

1

Re

−A
i+ 5

2 ,j,k
+ 16A

i+ 3
2 ,j,k
− 30A

i+ 1
2 ,j,k

12∆x2
1

+

+
16A

i− 1
2 ,j,k
−A

i− 3
2 ,j,k

12∆x2
1

= di+ 1
2 ,j,k

, (16)

s1Ai+ 5
2 ,j,k
− 16s1Ai+ 3

2 ,j,k
+ (1 + 30s1)Ai+ 1

2 ,j,k
−

− 16s1Ai− 1
2 ,j,k

+ s1Ai− 3
2 ,j,k

= di+ 1
2 ,j,k

, (17)

where s1 = dt
24·Re·∆x2

1
.

This equation (17) is solved by the cyclic penta-diagonal matrix method,
which yields A

i+ 1
2 jk

.

The same procedure is repeated next for the x2 directions in the second stage,
namely, B

i+ 1
2 jk

is obtained by solving equation (14), with the solution from the

�rst stage as the coe�cient on the right hand and the coe�cient s1 in the penta-
diagonal matrix replaced by s2 = dt

24·Re·∆x2
2
. Finally, in the third stage, q

i+ 1
2 jk

is

solved through the similar penta-diagonal system shown in equation (15). Once
we have determined the value of q

i+ 1
2 ,j,k

, we �nd û1
n+1
i+ 1

2 ,j,k

û1
n+1
i+ 1

2 ,j,k
= qi+ 1

2 ,j,k
+ u1

n
i+ 1

2 ,j,k
.

The velocity components û2
n+1
i,j+ 1

2 ,k
and û3

n+1
i,j,k+ 1

2
are solved in a similar

manner.
In the second step, the pressure Poisson equation is solved, which ensures

that the continuity equation is satis�ed. The Poisson equation is transformed
from the physical space into the spectral space by using a Fourier transform.
The resulting intermediate velocity �eld does not satisfy the continuity equation.
The �nal velocity �eld is obtained by adding to the intermediate �eld the term
corresponding to the pressure gradient:
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un+1
1 = û1

n+1 − dt ∂p
∂x1

;

un+1
2 = û2

n+1 − dt ∂p
∂x2

;

un+1
3 = û3

n+1 − dt ∂p
∂x3

.

Substituting the continuity equation, we obtain the Poisson equation for the
pressure �eld:

∂2p

∂x2
1

+
∂2p

∂x2
2

+
∂2p

∂x2
3

= dt

(
∂ûn+1

1

∂x1
+
∂ûn+1

2

∂x2
+
∂ûn+1

3

∂x3

)
≡ Fi,j,k,

where Fi,j,k denotes the known right hand side of the Poisson equation, with
each term approximated by an order O(∆x4) �nite-di�erence approximation.
For example, the �rst term in Fi,j,k is approximated as

dt
∂ûn+1

1

∂x1

∣∣∣∣
i+ 1

2 ,j,k

= dt
û1
n+1
i− 3

2 ,j,k
− 8û1

n+1
i− 1

2 ,j,k

12∆x1
+

8û1
n+1
i+ 3

2 ,j,k
− û1

n+1
i+ 5

2 ,j,k

12∆x1
+O(∆x4

1).

To be consistent with the spatial accuracy in the �rst step, the left hand side
of the above Poisson equation is discretized using 5-point scheme of O(∆x4)
accuracy, as follows:

[
−Pi+2,j,k + 16Pi+1,j,k − 30Pi,j,k + 16Pi−1,j,k − Pi−2,j,k

12∆x2
1

]
+

+

[
−Pi,j+2,k + 16Pi,j+1,k − 30Pi,j,k + 16Pi,j−1,k − Pi,j−2,k

12∆x2
2

]
+

+

[
−Pi,j,k+2 + 16Pi,j,k+1 − 30Pi,j,k + 16Pi,j,k−1 − Pi,j,k−2

12∆x2
3

]
= Fi,j,k.

(18)

Now we apply the three dimensional Fourier transform

Pi,j,k =
1

N

N1−1∑
m=0

N2−1∑
n=0

N3−1∑
s=0

V im1 V jn2 V sk3 · p̂m,n,s;

Fi,j,k =
1

N

N1−1∑
m=0

N2−1∑
n=0

N3−1∑
s=0

V im1 V jn2 V sk3 · f̂m,n,s.

(19)

The inverse transforms are:
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p̂m,n,s =
1

N

N1−1∑
i=0

N2−1∑
j=0

N3−1∑
k=0

V −im1 V −jn2 V −sk3 · Pi,j,k;

f̂m,n,s =
1

N

N1−1∑
i=0

N2−1∑
j=0

N3−1∑
k=0

V −im1 V −jn2 V −sk3 · Fi,j,k.

(20)

where N = N1 ·N2 ·N3, V1 = e
ι
(

2π
N1

)
, V2 = e

ι
(

2π
N2

)
, and V3 = e

ι
(

2π
N3

)
.

Substituting equation (19) into equation (18), we obtain quickly the solution
for the pressure �eld in the spectral space as

p̂m,n,s =
12f̂m,n,s

Q1 +Q2 +Q3

(21)

where

Q1 =
1

∆x2
1

[
−2 cos

(
4πm

N1

)
+ 32 cos

(
2πm

N1

)
− 30

]
,

Q2 =
1

∆x2
2

[
−2 cos

(
4πn

N2

)
+ 32 cos

(
2πn

N2

)
− 30

]
,

Q3 =
1

∆x2
3

[
−2 cos

(
4πs

N3

)
+ 32 cos

(
2πs

N3

)
− 30

]
.

An inverse Fourier transform is then performed to obtain the pressure Pi,j,k in
the physical space. The obtained pressure �eld is then used at the third step to
determine the �nal velocity �eld.

Calculation of turbulence characteristics for the
Taylor-Green vortex problem

To determine the turbulent �ow characteristics in the physical space, it is
necessary to average di�erent values in the whole domain. The averaged values
will be used to �nd the turbulent characteristics. The value averaged over the
entire domain is calculated by the following formula [9]:

< ui >=
1

N1N2N3

N1∑
n=1

N2∑
m=1

N3∑
q=3

¯(ui)n,m,q.

The dissipation rate is calculated by the following formula:

ε =< 2vSijSij >= 2v

[〈(
∂u1

∂x1

)2
〉

+

〈(
∂u2

∂x2

)2
〉

+

〈(
∂u3

∂x3

)2
〉]

+

+ 2v

[
1

2

〈(
∂u1

∂x2
+
∂u2

∂x1

)2
〉

+
1

2

〈(
∂u1

∂x3
+
∂u3

∂x1

)2
〉

+
1

2

〈(
∂u2

∂x3
+
∂u3

∂x2

)2
〉]
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The turbulent kinematic energy is found in the following way:

Ek =
1

2

(〈
u2

1

〉
+
〈
u2

2

〉
+
〈
u2

3

〉)
=

3

2

〈
u2

1

〉
.

Velocity derivative skewness is de�ned in the following form:

S(t) =
1

3

[ 〈
(∂u1)3

〉
+
〈
(∂u2)3

〉
+
〈
(∂u3)3

〉
〈(∂u1)2〉

2
3 + 〈(∂u2)2〉

2
3 + 〈(∂u3)2〉

2
3

]
.

Numerical results

The numerical model allowed to describe the turbulence decay based on the
hybrid method, using �nite-di�erence method in combination with cyclic penta-
diagonal for solving equation of motion and spectral method for solution of the
Poisson equation.

For this task, the characteristic values of the velocity and length were taken
equal to U0 = 1, and L = 1, respectively. The grid resolution was set to 128 ×
128 × 128. The Reynolds numbers Re = U0L

v(2π) were taken: 1) Re = 100; 2)

Re = 300; 3) Re = 600, LB = 1. T = aU0t = 2πU0t
LB

, where a = 2π
LB

= 2π. Initial

values for k(t = 0) = 0.125d0 and ε(t = 0) = 0.75
2πRe

(
2π
LB

)2

.

In Tables 1 to 3, a qualitative comparative analysis for kinetic energy and
dissipation rate at Reynolds numbers: 1) Re = 100; 2) Re = 300; 3) Re =
600 were made. It is found, that the average errors of kinetic energy between
analytical Taylor Green vortex problem solutions and numerical simulation result
is εerr(kinetic energy) = 10−4 at di�erent Reynolds numbers. The dissipation
rate has average errors εerr(dissipation rate) = 10−2 between analytical and
numerical solutions.

The simulation at di�erent Reynolds numbers were compared with the
analytical solution of Taylor - Green vortex problem in terms of: average
kinetic energy and average dissipation rate of turbulent �ow. Fig. 1 presents the
comparison of the average turbulent kinetic energy obtained in this work with
the analytical solution of Taylor-Green vortex problem at di�erent Reynolds
numbers: 1) Re = 100; 2) Re = 300; 3) Re = 600. The obtained results show the
satisfactory agreement up to T = 3 for average turbulent kinetic energy. The
error between analytical and numerical solutions for average kinetic energy was
de�ned as Error(Ek) = |EFDMk − ETGk | = 10−4.

Fig. 2 compares the matching results of the dissipation rate of turbulence
decay over the time received in the numerical simulation and from the exact
solution of the Taylor-Green vortex problem at di�erent Reynolds numbers.
We observe a good agreement till T = 1.5 because the order of accuracy in
time is O(t3). In the simulation results, the average error between analytical
and numerical solutions for dissipation rate was equal to εerr(diss. rate) =
|εerr(FDM)− εerr(TG)| = 10−2.
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Figure 1. Comparison simulation result of the evolution of kinetic energy over the time
with direct methods of Taylor - Green vortex at di�erent Reynolds number

Figure 2. Comparison simulation result of the dissipation rate of turbulence decay over
the time with direct methods of Taylor - Green vortex at di�erent Reynolds number.

Figure 3 compares the results of the comparison of the evolution of skewness
with respect to time, obtained from numerical simulation, and the analytical
solution of the Taylor-Green vortex problem at Re = 300. It can be seen from
Fig. 3 that with increasing resolution of the computational grid the results of
turbulence skewness of the hybrid method tends to exponential results of the
pseudospectral method for the computational grid 2563.
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Figure 3. Comparison simulation result of the evolution of skewness over the time
with direct methods of Taylor - Green vortex at Re=300

Table 1. Qualitative comparison for kinetic energy and dissipation rate at Re=100

Time Kinetic energy
T TG, Re=100 FDM, Re=100 error, Re=100
0 0,125 0,124999985 1,50E-08

0,25 0,123135023 0,123119563 1,55E-05
0,5 0,121274717 0,121250503 2,42E-05
0,75 0,119397029 0,119370982 2,60E-05
1 0,117480934 0,117458388 2,25E-05

1,25 0,115506172 0,115490906 1,53E-05
1,5 0,113453701 0,113448143 5,56E-06
1,75 0,111306652 0,111311972 5,32E-06
2 0,109051958 0,10906744 1,55E-05

Time Dissipation rate
T TG, Re=100 FDM, Re=100 error, Re=100
0 1 1 0,00E+00

0,25 0,991395 0,991305 9,04E-05
0,5 0,994895 0,99482 7,52E-05
0,75 1,009837 1,009854 1,76E-05
1 1,035803 1,035941 1,38E-04

1,25 1,072311 1,072576 2,65E-04
1,5 1,118506 1,118979 4,72E-04
1,75 1,172854 1,173887 1,03E-03
2 1,232831 1,235449 2,62E-03

Conclusion

A numerical algorithm for solving non-stationary three-dimensional Navier-
Stokes equations has been developed to study the time evolution of a turbulent
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Table 2. Qualitative comparison for kinetic energy and dissipation rate at Re=300

Time Kinetic energy
T TG, Re=300 FDM, Re=300 error, Re=300
0 0,125 0,124999985 1,50E-08

0,25 0,124375217 0,124355979 1,92E-05
0,5 0,123745479 0,123708762 3,67E-05
0,75 0,123102576 0,123051584 5,10E-05
1 0,122437842 0,122375496 6,23E-05

1,25 0,121741787 0,121670842 7,09E-05
1,5 0,121003874 0,120927364 7,65E-05
1,75 0,120212354 0,120134518 7,78E-05
2 0,119354106 0,119281456 7,27E-05

Time Dissipation rate
T TG, Re=300 FDM, Re=300 error, Re=300
0 1 1 0,00E+00

0,25 1,001467 1,001291 1,76E-04
0,5 1,015872 1,015477 3,95E-04
0,75 1,0437 1,042984 7,16E-04
1 1,085986 1,08465 1,34E-03

1,25 1,144216 1,141567 2,65E-03
1,5 1,22023 1,214906 5,32E-03
1,75 1,316116 1,305717 1,04E-02
2 1,434116 1,414707 1,94E-02

Table 3. Qualitative comparison for kinetic energy and dissipation rate at Re=600

Time Kinetic energy
T TG, Re=600 FDM, Re=600 error, Re=600
0 0,125 0,124999985 1,50E-08

0,25 0,12468721 0,124667168 2,00E-05
0,5 0,124371126 0,124331363 4,00E-05
0,75 0,124047518 0,123990014 5,80E-05
1 0,12371181 0,123638444 7,30E-05

1,25 0,123358868 0,123271443 8,70E-05
1,5 0,122982867 0,122883387 9,90E-05
1,75 0,122577086 0,122468509 1,10E-04
2 0,122133784 0,122020796 1,10E-04

�ow. The algorithm is a hybrid method combining the �nite-di�erence and
spectral methods. It is also computationally e�cient. The �nite-di�erence
method in combination with cyclic penta-diagonal matrix for solving the Navier-
Stokes equations allowed to reach a 4th-order accuracy in space and 3rd-order
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Time Dissipation rate
T TG, Re=600 FDM, Re=600 error, Re=600
0 1 1 0,00E+00

0,25 1,004001 1,003804 1,97E-04
0,5 1,021189 1,020711 4,78E-04
0,75 1,052356 1,051449 9,07E-04
1 1,098938 1,097241 1,70E-03

1,25 1,16296 1,15969 3,27E-03
1,5 1,246994 1,24067 6,32E-03
1,75 1,354102 1,342202 1,19E-02
2 1,487788 1,466306 2,15E-02

accuracy in time. The spectral method to solve the Poisson equation has high
computational e�ciency due to the use of a Fast Fourier transform library.

For validation of the deveoped algorithm the classical problem of Taylor
and Green with the same initial �ow was considered, to study the decay of
the �ow kinetic energy and time evolution of the viscous dissipation. The
average normalized errors between analytical and numerical solutions for kinetic
energy and dissipation rate were founded to be εerr(kinetic energy) = 10−4

and εerr(dissipation rate) = 10−2, respectively. Thus, the numerical simulation
results of turbulence characteristics show very good agreements with analytical
solution.
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Abstract Due to the increasing complexity of the scienti�c and
technical problems, automatic processing and analysis of visual
information are becoming more and more important issues. These
technologies are used in highly demanded areas of science and technology,
such as process automation, increased productivity, improved product
quality, control of production equipment, intelligent robotic systems,
control systems for moving vehicles, biomedical research and many
others.
In this work, object tracking is implemented in the software package of
the industrial robot control system using the MeanShift segmentation
algorithm.
Currently, various tracking algorithms have been developed, which are
modi�cations of the MeanShift, Kalman, and particle �lters. One of the
main problems in applying these algorithms in practice is the loss of the
tracker object: after the object leaves the frame or comes behind some
obstacle, the tracker continues to keep track, but not of the original
object, but of some area on the frame that is not an object. We need the
criteria for the correct operation of the tracker to control these e�ects.
In the article, this problem was solved by imposing arti�cial restrictions
in the form of a mask of the tracking area and the boundaries of the
change in the characteristics of the object. It is given a demonstration of
the system of technical vision.

Keywords: technical vision, tracking, MeanShift algorithm, image
segmentation, software

Introduction

Technical vision has long been used in production automation systems to
improve the quality of products and increase productivity, replacing the visual
control traditionally performed by a person. The visual data obtained by
solving problems with technical vision (capture and movement, object tracking,
metrology, detection of defects, etc.) make it possible to improve the performance
of the entire system by providing simple information "the test passed / the test
is not passed"or closing the control loops.
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Today, great technological progress in the �eld of technical vision is associated
with computing power. Due to the constantly increasing processor performance
and the development of parallel processing technologies, developers of vision
systems can use sophisticated algorithms to visualize data and create intelligent
systems.

Tracking algorithms that evaluate the positions of one or more targets on the
frames of a video sequence are included in numerous applications of technical
vision in robotics. The choice of image processing (tracking) method, obtained
by technical means, is determined based on the nature of the image, the type of
objects and assigned tasks [1, 2].

The system of visual observation consists of two main parts - the
representation and localization of the target object; �ltering and merging data
consolidation.

The representation and localization of the target is an upward process.
Usually, the computational complexity of these algorithms is rather small. This
is an example of standard algorithms for implementing the representation and
localization of the tracking object.

Blob tracking - the segmentation of the interior of the object.
Kernel-based tracking (Mean-shift tracking) is an iterative localization

procedure based on the maximization of the similarity criterion (Bhattacharyya
coe�cient).

Contour tracking - search for the border of the object.
Feature matching - visual matching of features, registration.
Point feature tracking - tracking point features of the scene.
Filtering and data consolidation represents a top-down process that involves

combining a priori information about a scene or an object that relates to
the dynamics of an object and the computation of di�erent hypotheses. The
computational complexity of these algorithms is usually much higher. Here are
examples of standard �ltering algorithms:

The Kalman �lter is the optimal recursive algorithm for linear functions
subject to Gaussian noise.

Particle �lter - useful for sampling the basic space of distribution states of
nonlinear and non-Gaussian processes.

The methods of image segmentation are most commonly used for tracking
objects [3]. Segmentation of images is one of the basic tasks of technical vision,
since image analysis often begins with its decomposition into areas with relevant
information for the task. Segmentation is usually not used on its own, but as a
part of a system of technical vision, so the quality of the algorithm is evaluated
based on the system as a whole. The same segmentation algorithm can be good
for one task and bad for another. Thus, the choice of the segmentation method
depends from the necessary problem.

Image segmentation algorithms can be divided into two classes: interactive
- using custom prompts and automatic ones - not requiring user participation
[4, 5]. One of the automatic image segmentation algorithms is the MeanShift
algorithm. The search for the most suitable image area in the mean shift
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algorithm MeanShift [6-10] begins with the area �xed in the previous frame.
MeanShift procedure is introduced and described in detail in [6,7].Objectsare
described using normalized color histograms, that is, the characteristic color
vector in this case is a normalized color histogram. A real-valued function of
similarity is constructed for histograms, based on the Bhattacharya coe�cient.
On the �rst frame of the sequence (video sequence), an object is marked in
some way, and then for the next frame of the video sequence the nearest local
maximum of the similarity function is determined. The MeanShift procedure
proved to be e�ective and was further developed. However, long-term tracking
cannot be produced when the proportions and sizes of the object are changed
while moving, because the "non-small"window captures too much background
and "slides"from the object. In [9,10] this problem was solved in special cases and
a way of tracking the object, in which the dimensions change, but the proportions
do not change. In [11], it is proposed to introduce a quantitative criterion for
estimating the correct operation of the tracking algorithm MeanShift, which
makes it possible to increase the stability of the system.

In this work, tracking the object in the industrial robot control system will
be implemented in the software part based on the MeanShift segmentation
algorithm. The choice of this particular segmentation algorithm among others
[3, 12] is related to the following facts:

1. MeanShift segmentation algorithm has a mathematical justi�cation (it is
not heuristic).

2. MeanShift algorithm, referring to the class of clustering algorithms,
does not require specifying the number of clusters, unlike other clustering
algorithms used for image segmentation. This means that the MeanShift
algorithm determines the number of segments of the image in the process of
its operation.

3. Iterative processing of image pixels in MeanShift allows parallelization on
graphic coprocessors, since the result of processing on each iteration one pixel
does not depend on the result of processing the remaining pixels. Most image
segmentation algorithms are computationally time-consuming, but not everyone
�ts into the model of massively parallel computations.

4. The good "quality"of the algorithm for segmentation of images MeanShift
is evidenced by numerous publications in which MeanShift is used to solve
speci�c problems of machine vision [13, 14, 15].

We will use the method of �ltering the pixels of the image based on the
color characteristics to work with the tracking module [16]. This method is
characterized by the fact that histograms of color distribution are resistant to
changes in scale, occlusion and rotation of the object. A moving object is tracked
by �ltering the pixels of the image and comparing its histogram with the position
sampling histograms using the Bhattacharya distance.
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Formulation of the problem

It is necessary to make the statement of the problem before the development of
the algorithm. We describe the tracking process, i.e. the work of the tracker.

Let there be a video stream v representing a sequence of frames. The block
number in the video sequence plays the role of the discrete time t. With the
help of an expert on the �rst frame, an object is selected that is of interest.
Quantitatively, the object is described by some set of features (xi, i = 1, ..., n),
which is formally written as the vector z = (x1, . . . xn) ∈ Ω ∈ Rn.

Here, Rn plays the role of feature space of objects in video sequence. The
object's attributes can be the coordinates of the object in the frame (in this
case, z = (x1, x2), n = 2), brightness and color characteristics (luminance
histograms, and RGB colors), etc. In the general n-dimensional case, tracking is
performed in space of vectors-characteristics Ω ∈ Rn.

On the next frame, using the iterative algorithm, the position to which the
object has moved is determined. In many tracking algorithms, the new position
of the object on this frame is found using functions that allow you to compare
the characteristics of di�erent areas allocated on the frames and �nd the area of
this frame with characteristics that are as close to the character as possible.

The evolution of an object in a video sequence is described by a change in
the characteristics of the object z(t) = ( x1(t), . . . , xn(t)). The tracker can be
considered as an algorithm that implements the mapping ϕ : Ω → Ω connecting
the positions of the object in the feature space at di�erent moments: z(t+ 1) =
ϕ(z(t)). The evolutionary variable t in the video sequence has the meaning of
the frame number. Let z0 be the position of the object at the initial time t = 0,
and the position of the object at time t, obtained with the help of the tracker
ϕ, in terms of z(t, z0) = ϕ(t, z0).

Let's imagine a mathematical model of a tracker as a dynamic system. In
this case, the variable t varies continuously on some time interval, t ∈ [0, T ].
Assuming that objects evolve independently of each other, we will write down
the dynamic system describing the tracking of the object in the form

z(t) = f(t, z(t)), (1)

where the functions f(t, z) = (f1 (t, z), . . . , fn(t, z)) are de�ned and
continuously di�erentiable in the domain Ω ⊂ Rn, the dot denotes the derivative
Ω ⊂ Rn on t.

The existence and uniqueness of the solution z(t, z0) of the Cauchy problem
for the dynamical system (1) with some given initial condition

z(t)|t=0 = z0 (2)

is determined by known conditions [17], they include the Lipschitz condition,
which can be written in the form

|fi(t, z)− fi(t, z′)| ≤ N
n∑
j=1

| xj − x′j |, z = (x1, . . . xn), i = 1, . . . , n , (3)
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where N - is a Lipschitz constant.
The expression ρ(z, z′) =

∑n
i=1 | xi − x′i | has the meaning of distance

(metric) in the space Ω ⊂ Rn of vectors - characteristics z.
Then the Lipschitz condition can be written in the form

ρ(f(t, z) , f(t, z′)) ≤ nN ρ(z, z′). (4)

Distances Bhattacharya were used as the metrics [18].

Object Tracking Algorithm Development

Currently, various tracking algorithms have been developed, which are
modi�cations of the Mean-Shift, Kalman, and particle �lters [2, 16]. One of
the main problems in applying these algorithms in practice is the loss of the
tracker object: after the object leaves the frame or comes behind some obstacle,
the tracker continues to follow, but not beyond the original object, but behind
some area on the frame that is not an object. We need the criteria for the
correct operation of the tracker to control these e�ects.This problem was solved
by imposing arti�cial restrictions in the form of a mask of the tracking area
and the boundaries of the change in the characteristics of the object, such as
geometric dimensions, shape, color, etc.

The mathematical model of the object on the slide frame, as noted above,
is the characteristic vector computed for the area of the image containing the
object (for example, the color histogram) [8]. In the work, the movement of
an object is classi�ed into a regular (motion of the object along a continuous
trajectory) and irregular (discontinuities of trajectories due to obscuration of
the object of tracking by other objects, jump of the object, etc.).

In the case of regular object movement, the tracker is considered as a dynamic
system, which makes it possible to use the conditions of existence, uniqueness
and stability of the solution of such a system as the criterion for the correct
operation of the tracker.

In order to start monitoring the object, it is necessary to specify its initial
position, thereby setting the model of the object [16]. As described above, there
are many di�erent ways of selecting an object. For this approach, let us use the
expert allocation of the rectangular shape in which the object is located. In the
tracking process, we will follow the contour [6].

Let {ξk}k=1,...,r be the coordinates of the pixels in the region that selects the
object.

Coordinates coincide with the coordinates of the center of the object in the
previous frame. As the vector of the features of the object, we select the color
histogram of the tracking object, which, according to [19], we write in the form

qu = C

r∑
l=1

k(‖ ξl ‖2) δ[b(ξl)− u], u = 1, . . . ,m. (5)

Here the function b (ξ1) is the cell number of the color histogram
corresponding to the color of the pixel with the coordinates ξl; δ - Kronecker
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delta symbol; k(‖ ξl ‖2) - is the kernel by which smaller weights are assigned to
pixels farthest from the center [16], ‖ ξl ‖ is the Euclidean norm of the vector
ξl.

We de�ne the kernel K(ξl) as a real function de�ned on a nonnegative
real semi-axis, such that K(ξl) = k(‖ ξl ‖2). The normalizing factor C =

1∑r
l=1 k(‖ξl‖2) is obtained from the condition

∑
u qu = 1.

During tracking, it is assumed that the current frame needs to determine
the position of the object from a known position in the previous frame. On the
current frame, the area of the possible position of the object (the candidate of
the object) is selected, which is then re�ned.

Let {ξl}l=1,...,r be the positions of the object's candidate pixels, then,
following [16], the applicant's histogram is calculated by the formula

p̂u(y) = Ch

r∑
l=1

k

(
‖ y − ξl

h
‖

2)
δ[b(ξl)− u], u = 1, . . . , r, (6)

where Ch - is the normalization constant, h - is the window size used in
constructing the histogram [16].

We will calculate the di�erence between the histograms by the formula
proposed by Bhattacharya [18]:

p[p(y), q] =

r∑
u=1

√
pu(y)qu, (7)

where u � is the number of the histogram cell.
It is proposed in [20] a formula for calculating the distance between

histograms based on the Bhattacharya formula:

d[p(y), q] =
√

1− p[p(y), q] =

√√√√1−
r∑

u=1

√
pu(y)qu. (8)

Let's consider the function ρ[ρ(y), q], depending on the coordinate y of the
window center, in which the histogram ρ(y) of the candidate of the object is
calculated. We expand this function in a Taylor series in the neighborhood of
the point ρ(ỹ0):

ρ [p̂u (y) , q] =
1

2

r∑
u=1

√
p̂u(ỹ0)q̂u +

1

2

r∑
u=1

p̂u(y)

√
q̂u

p̂u(ỹ0)
≈ (9)

≈ 1

2

r∑
u=1

√
p̂u(ỹ0)q̂u +

Ch
2

r∑
l=1

wlk

(
‖ y − ξ1

h
‖2
)

where

ωl =

r∑
u=1

√
ĝu

p̂u(ỹ0)
δ [b (ξl)− u] . (10)
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It is necessary to maximize the second term in (10), varying y to maximize
ρ [p̂u(y), q]. This value is an estimate of the distribution of the probability density
of the di�erence between the histogram of the object and the histogram of

the candidate at the point y with the kernel k
(∣∣∣∣∣∣y−ξlh

∣∣∣∣∣∣)2

for data weighted

with wl. The modulus of this function of probability density distribution can
be found using the MeanShift procedure. Thecandidate's area of the object in
this procedure is recursively moved from the initial position of the candidate of
the object y0 = ỹ0 to the new position by the formula

y1 =

n∑
i=1

ξiωig

(∣∣∣∣∣∣∣∣y0 − ξi
h

∣∣∣∣∣∣∣∣)
n∑
i=1

ωig

(∣∣∣∣∣∣∣∣y0 − ξi
h

∣∣∣∣∣∣∣∣)
, (11)

where g(x) = −k′(x) under the condition that the derivative k
′
(x) of the

kernel k(x) exists for all x ∈ [0,∞), except for a set of measure zero.
The tracking algorithm that is implemented in software execution is as

follows.
Let the object be characterized by the histogram {qu}u=1,...,r, its position on

the previous frame ỹ0.
1 Calculate the di�erence between the histogram of the candidate of the

object p(y0) to �nd an object on the current frame and the histogram of the
object q ρ [p(y), q] =

∑r
u=1

√
ρu(y)qu.

2 Calculate the weight wl according to (10).
3 Find a new position y1 by the formula (11) for the object candidate.
4 Calculate the histogram {pu(y1)}u=1,....,r, of the window for the new

position of the object and estimate the similarity of the histograms of the new
object and object candidate according to the formula

ρ [p(y1), q] =

r∑
u=1

√
ρu(y1)qu. (12)

5 While ρ [p(y1), q] < ρ [p(y0), q] do iterations y1 = y0+y1
2 . Thancalculate

ρ [p(y1), q].
6 If ‖ y1 − y0 ‖< ε, than stop, else y0 = y1 and return to step 2.
Let's present the implementation of the developed algorithm in the software

part of the vision system for the robot manipulator.

Software

The vision system includes three basic operations: image acquisition, image
processing and analysis, transfer of processing results to the process control
system. The software is the main component of technical vision and performs
the main task of processing digital information. The object-oriented approach
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is based on the software design technology of the developed system of technical
vision. C programming language was used for visualization.

An image capture module, an object tracking module, an analysis module
have been developedin accordance with the developed structural diagram.

The vision system consists of a web camera connected to a computer, as
well as a program for recognizing objects and controlling the manipulator. The
manipulator has six degrees of freedom and has a controller that is connected
to the computer via the COM interface. The webcam is mounted on the tripod
vertically to see the work area from the top.

Figure 1 shows the interface of the developed software application. After
starting the program, it is necessary to select (connect) the optical element of
the image reading (video camera) from the drop-down list of the connected
equipment and press the "start"button.

The user interface represents two windows. The tracking object is displayed
in the left window. The tracking object must be placed correctly in accordance
with the requirements for further tracking.

It is displayed the processed scene with the object marked on in the right
window. To do this, click the "frame"button. The image is locked. Manually
select the object with the mouse. With the processed image, further analysis
(tracking) will take place. After pressing the "start"button, the tracking module
starts working.

Figure 1. Object of tracing

Figure 2 shows an example of how the program module of the technical vision
system works. At the �rst stage, we see a real-time tracking object.

If the object is positioned correctly in the initial position and satis�es the
requirements for �xing it to a reference one, then proceed to the second stage.
Press the "frame"button and �x the tracking object.
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The next step is to segment the image object. For this, we select it with
a mouse and analyze it. A histogram of the color distribution of the reference
object is constructed according to the developed pixel �ltering algorithm based
on the color characteristics.

Information about the object is stored and used for comparison and analysis
while tracking the parameters of the object in time, i.e. with its possible change.

Figure 2. Fixing and analysis of the tracking object

In more detail, let's look at the description of the workspace of the software
module, where graphical analysis results of the technical tracking system are
displayed (Figure 3).

The user is o�ered to select the Meanshift segmentation algorithms
implemented in the program module on the panel. The �rst color distribution
histogram, shown in red in the example, de�nes a �xed tracking object, and is a
normal (standard) color histogram. This information is retained for comparative
analysis and calculation of the deviation factor. The position of the object can
change in time, which is �xed by the camera and processed by the program
module.

In accordance with the change in the object, it is generated a set of pixels of
the object image based on the color characteristics. This procedure is displayed
in the form of a histogram, shown in blue. The panel displays the iteration values
of the average MeanShift. The Bhattacharya coe�cient is shown, on the basis
of which the similarity function of the histograms is determined. This indicator
is displayed as a percentage of the deviation. The coordinates are displayed in
time for determination the location of the object.
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Figure 3. Graph-analytical representation of the technical vision system module
operation

Conclusion

In this paper, we present an implementation of the algorithm for tracking
a physical object based on the meanShift mean shift procedure. Using the
technology of image pixel �ltering based on color characteristics, a very accurate
tracking of the moving object in real time has been obtained.

The study has been conducted with the �nancial support of the Science
Committee of RK MES in the framework of the program target �nancing for
the 2017-2019 biennium by the program 0006/PTF-17 ¾Production of titanium
products for further use in medicine¿.
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Abstract The present paper focuses on numerical implementation of a
model describing three-phase non-isothermal �ows in porous media. A
�nite di�erence scheme is proposed for numerical solution of the problem.
Using the method of energy inequalities, an a priori estimate is obtained
that proves the convergence of the approximate solution to the solution
of the original di�erential problem. The proof of the main result is based
on seven preliminary lemmas. An algorithm for the numerical solution
based on Newton's iterative method is proposed. Numerical experiments
were carried out to examine the e�ciency of the proposed algorithm.

Keywords: three-phase non-isothermal �ow, global pressure, �nite
di�erence method, convergence, iterative method, numerical simulation

Introduction

Modeling of three-phase non-isothermal �ows in porous media is of great
importance in connection with its use in the oil industry, in particular, in the
development of heavy oil deposits. This is due to the fact that currently the
world's heavy oil reserves are several times higher than the reserves of medium
and light oils. Despite the large number of studies dedicated to both theoretical
and applied aspects of three-phase non-isothermal �ows in porous media, for
example [1,2], many issues remain unresolved. One of such problems is a rigorous
theoretical study related to numerical implementation of the model describing
this process.

The governing equations of the model include the mass and energy
conservation equations, Darcy's law, the equation of state, relations for capillary
pressures, and the saturation constraint equation. The most common approach
to the numerical solution of this problem is based on the selection of pressure
of one of the phases, temperature and saturations as the primary variables.
However, this approach leads to a number of di�culties arising in the numerical
solution of the problem. These di�culties are mainly related to the unbounded
growth of the capillary pressure gradients at residual saturations [3].
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In [4], a new formulation of the two-phase isothermal �ow problem was
proposed which is based on the introduction of a new variable, global pressure. As
a result, the capillary pressure gradients do not appear explicitly in the equation
set. Despite the lack of a clear physical meaning of the global pressure, its use
made it possible to obtain important theoretical results such as the proof of the
existence of a solution in a two-phase case. In [5], this approach was generalized to
the three-phase non-isothermal case under some simplifying assumptions about
physical data.

The main di�culty in the numerical solution of this problem is connected
with the complexity and strong non-linearity of the equations. Therefore, the
development of computational algorithms for the numerical implementation of
this problem, which require a minimum of computational operations, becomes
relevant.

In authors' previous study [6] the stability of a �nite di�erence scheme for
this problem was proved using the method of energy inequalities. Three cost-
e�ective di�erence schemes were constructed on the base of the studied scheme.
The e�ciency of the proposed algorithms was analyzed on the basis of comparing
the average time spent on the numerical implementation of one time layer.

In this paper, the authors continue the research in this direction aiming
at studying numerical methods for solving three-phase non-isothermal �ow
problems. The main di�erence from the problem considered in [6] is the explicit
dependence of the coe�cient of time derivative on temperature. Thus, the term
containing the time derivative is nonlinear. In addition, capillary e�ects are taken
into account.

Using the method of energy inequalities, the convergence of the approximate
solution to the solution of the di�erential problem is proved. The proof of
the convergence theorem is mainly based on results proposed in [6]. The
resulting equations are solved using Newton's iteration method. The analysis
of computational experiments is conducted in the �fth section of the paper.

Formulation of the problem

The paper focuses on studying a three-phase non-isothermal �ow problem in
Q = Ω × [0, t1], Ω = [0, 1] considered in [5]. It is assumed that there is an
injection well inside the domain, and production wells are placed at the ends of
the segment Ω.

This process is described by the following set of equations [5]:

∂

∂t
Φ (T ) + u

∂T

∂x
− ∂

∂x

(
kh
∂T

∂x

)
= fT , (1)

βp
∂p

∂t
− ∂

∂x

(
kp
∂p

∂x

)
= βT

∂T

∂t
+ fp, (2)

∂sw
∂t
− ∂

∂x

(
aw
∂sw
∂x

)
− ∂

∂x

(
νw

∂

∂x
(p+ pc)

)
= fw, (3)
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∂sg
∂t
− ∂

∂x

(
ag
∂sg
∂x

)
− ∂

∂x

(
νg

∂

∂x
(p+ pc)

)
= fg, (4)

so = 1− sw − sg, (5)

u = −kλ∂p
∂x

(6)

where subscripts w, o, g denote the phases of water, oil, and steam, respectively;
k is the absolute permeability, T is temperature, p is pressure, u is velocity, and
sα is the saturation of the phase α;

Φ (T ) =

∫ T

0

cT (ξ) dξ

where cT is a function of temperature; pc is a global capillary pressure [5] for
which the following relation holds:

∂pc
∂x

= b1
∂sw
∂x

+ b2
∂sg
∂x

+ b3
∂p

∂x
+ b4

∂T

∂x
; (7)

kp, kh, να, bi, βp and βT are some functions of x ∈ Ω and time t.
The equations (1)-(6) are complemented with initial and boundary

conditions:
T = T0, p = p0, sα = sα0, x ∈ Ω, t = 0, (8)

−kh
∂T

∂x
= 0, p = p0, −aα

∂sα
∂x

= 0, α = w, g, x = 0, x = 1, t > 0. (9)

The following assumptions concerning the coe�cients in (1)-(6) are made.
Suppose that the following conditions hold for kp, kh, να, and bi:

kp (x, t) ≥ c0 > 0,

∣∣∣∣∂kp∂x
∣∣∣∣ ≤ c1, (10)

kh ≥ c0, (11)

να ≤ c1, α = w, g, (12)

(|b1| , |b2|) ≥ c6 > 0, (|b3| , |b4|) ≤ c7, c7 > 0, (13)

and the function να can take the zero value at some points (x, t) ∈ Q. Assume
that λ is a constant (c0 ≤ λ ≤ c1).

pow (sw) and pgo (sg) are capillary pressures which satisfy the following
conditions:

|p′ow (sw)| ≥ c0,
∣∣p′go (sg)

∣∣ ≥ c0. (14)

We make an additional assumption that the function Φ (T ) has the �rst and
second bounded derivatives:

|Φ′ (T )| ≤ c5, 0 < c4 ≤ |Φ′′ (T )| ≤ c5. (15)



58 CITech-2018, Ust-Kamenogorsk, Kazakhstan, 2018 September 25-28

Formulation of the di�erence problem

The �nite di�erence method is used for the numerical solution of the problem
(1)-(9) in this paper. Let us introduce a uniform grid Ωhτ in Q with steps h
and τ in space and time, respectively. Associate the following di�erence problem
with the di�erential problem (1)-(9) in Ωhτ :(

Φ
(
Th
))
t

+ L
(
ûh, T̂h

)
+ Λ1T̂

h = fhT , (16)

βhp p
h
t + Λ2p̂

h = βhTT
h
t + fhp , (17)

shα,t + Λ3αp̂
h + Λ3αp

h
c + Λ4αŝ

h
α = fhα , α = w, g, (18)

uh = −kλphx̄, (19)

Th (x, 0) = T0, ph (x, 0) = p0, shα (x, 0) = sα0, x ∈ Ωhτ (20)

where
L (v, w) = 0.5

(
β+ (x) v+1wx + β− (x) vwx

)
,

β+ (x) = {2, x = 0; 1, x ∈ Ωh; 0, x = 1} , β− (x) = 2− β+ (x) ,

Λiw =
{
−2h−1y̌+1wx, x = 0; − (y̌wx̄)x , x ∈ Ωh; 2h−1y̌wx̄, x = 1

}
,

where y = kh for i = 1; y = να for i = 3α, and y = aα for i = 4α; Λ2w =
−
(
ǩpwx

)
x
. The following scalar products and norms are used hereinafter:

(w, w̃)Ωh =
∑
Ωh

w (x) w̃ (x)h, (21)

‖w‖20 = (w, w)Ωh , ‖∇w‖
2
0 =

∑
Ω+
h

w2
x̄h, ‖w‖21 = ‖∇w‖20 + ‖w‖20 ,

‖w‖22 =
∑
Ωh

w2
x̄xh, ‖y‖

2
3 =

(
νw, y

2
x̄

)
, ‖y‖24 =

(
νg, y

2
x̄

)
,

‖y‖26 = ‖y‖20 + ‖y‖23 , ‖y‖
2
7 = ‖y‖20 + ‖y‖24 ,

‖ϕ‖−1 = sup
w 6≡0

∣∣(ϕ, w)Ωh

∣∣
‖w‖1

, ‖w‖C = max
x∈Ωh

|w (x)| .

Suppose that the following inequality holds for initial values of pressure and
temperature:

c8 − q0 −
∥∥T 0

∥∥2

0
−
∥∥p0
∥∥2

0
≥ 0, c8 > 0 (22)

where q0 = c21c4Wn

(
p2
inj + T 2

inj

)
, Wn is the number of wells, pinj , Tinj are

pressure and discharge temperature of the agent, respectively. In addition, we
assume that the following conditions hold:

βp ≤ c2τ, βT ≤ c2τ, c2 > 0, (23)

k ≤ c3τ, c3 > 0. (24)

The remaining notations are de�ned in [6,7].
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Study of the convergence of the di�erence scheme

Let T, p, sw, sg, u be the solution of the di�erential problem (1)-(9), and Th,
ph, shw, s

h
g , u

h be the solution of the di�erence problem (16)-(20). Let us consider
the following problem for θ = Th − T , π = ph − p, σw = shw − sw, σg = shg − sg,
and ζ = uh − u:(
Φ
(
Th
))
t
−(Φ (T ))t+L

(
ûh, T̂h

)
−L

(
û, T̂

)
+Λ1θ̂ = fT −L

(
û, T̂

)
−Λ1T̂ , (25)

βhpπt + Λ2π̂ = βhT θt + ψp, (26)

σα,t + Λ3απ̂ + Λ3απc + Λ4ασ̂α = ψα, (27)

ζ = −kλπx̄, (28)

θ (0) = 0, π (0) = 0, σα (0) = 0, α = w, g. (29)

Using the Taylor expansion, the equation (25) can be reduced to the form

(Φ′ (T ) + θΦ′′ (T + χ3θ)) θt + TtΦ
′′ (T + χ3θ) · θ + τTtΦ

′′ (Th + χ1τT
h
t

)
· θt+

+τ (θt)
2
Φ′′
(
Th + χ1τT

h
t

)
+ L

(
ûh, T̂h

)
− L

(
û, T̂

)
+ Λ1θ̂ = ψT (30)

where

ψT = −τ
2

(Tt)
2 (
Φ′′
(
Th + χ1τT

h
t

)
− Φ′′ (T + χ2τTt)

)
− L

(
û, T̂

)
− Λ1T̂ + fT .

We assume that the solution of the problem (16)-(20) exists, is unique and
bounded. Let us �rst formulate the main result of this chapter.

Theorem 1. The solution of the di�erence problem (16)-(20) converges to
the solution of the di�erential problem (1)-(9) under the conditions (7), (10)-
(12), (14), (15), (22)-(24), and the following inequality holds:

d43

∥∥∥θ̂∥∥∥2

5
+ d43 ‖π̂‖25 + d44 ‖σ̂w‖26 + d44 ‖σ̂g‖27 ≤

≤ d45 ‖θ‖25 + d45 ‖π‖25 + d46 ‖σw‖26 + d46 ‖σg‖26 +

+d21τ ‖ψT ‖2−1 + d47 (τ) ‖ψp‖2−1 + d32 (τ) ‖ψw‖2−1 + d42 (τ) ‖ψg‖2−1

where di are positive constants and dk(τ) are positive-de�nite functions which
will be de�ned below.

Before proving the theorem, we give the following auxiliary lemmas. Let us
formulate without proof the following lemma.

Lemma 1. The following estimates hold under the conditions (10), (12):

(Λαv, v) ≥ c0 ‖∇v‖20 , α = 1, 2, (31)

(Λ3αw, w̃) ≤ 1

2
c1Mε ‖∇w‖20 +

c1
2ε
‖∇w̃‖20 , ε > 0. (32)
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Lemma 2. The following estimates hold under the conditions (10), (23):

c0
∥∥p̂h∥∥2

0
+c0τ

2
∥∥pht ∥∥2

0
+d1τ

∥∥∇p̂h∥∥2

0
≤ c0

∥∥ph∥∥2

0
+
c2ετ

3

2

∥∥Tht ∥∥2

0
+
τε

2

∥∥fhp ∥∥2

0
, (33)

d2τ
∥∥p̂h∥∥2

2
≤
∥∥ph∥∥2

0
+ c2ετ

3
∥∥Tht ∥∥2

0
+ τε

∥∥fhp ∥∥2

0
, ε > 0. (34)

Proof. The inequality (33) is simply obtained by multiplying the equation
by 2τ p̂ and using the conditions (10), (23), where the constant d1 is de�ned as
d1 = 2c0−ε−1 (c2 + 1). To obtain the inequality (34), multiply the equation (17)
by −τ p̂x̄x and use the conditions (10), (23):

d2τ
∥∥p̂h∥∥2

2
≤ c1ετ (0.5 + c1)

∥∥∇p̂h∥∥2

0
+
c2ετ

3

2

∥∥Tht ∥∥2

0
+
τε

2

∥∥fhp ∥∥2

0
(35)

where d2 = c0 − (2ε)
−1

(c2 + 1). Add the inequalities (33) and (35) to obtain

c0
∥∥p̂h∥∥2

0
+ c0τ

2
∥∥pht ∥∥2

0
+ τd3

∥∥∇p̂h∥∥2

0
+ d2τ

∥∥p̂h∥∥2

2
≤

≤ c0
∥∥ph∥∥2

0
+ c2ετ

3
∥∥Tht ∥∥2

0
+ τε

∥∥fhp ∥∥2

0

where d3 = 2c0−ε−1 (c2 + 1)−ε
(
0.5c1 + c21

)
. Choosing ε from conditions d1 > 0,

d2 > 0, d3 > 0, we obtain the inequality (34).
To estimate the convective term in the equation for temperature, we use the

approach used in [6]. The analog of Lemma 4 in [6] is the following lemma.
Lemma 3. The following estimate holds under the conditions (22), (24),

(11):

c2

∥∥∥T̂h∥∥∥2

0
+ d6τ

2
∥∥Tht ∥∥2

0
+ d11τ

∥∥∥∇T̂h∥∥∥2

0
+ d5c0

∥∥p̂h∥∥2

0
+

+d9τ
∥∥∇p̂h∥∥2

0
+ d5c0τ

2
∥∥pht ∥∥2

0
≤ c8.

Proof. Carrying out calculations analogous to those made in deriving the
equation (30), and neglecting the term with �rst order of smallness relative to
τ , we obtain the following equation for Th:

Tht · Φ′
(
Th
)

+ L
(
ûh, T̂h

)
+ Λ1T̂

h = fhT . (36)

Multiply this equation by 2τ T̂h:

c2

∥∥∥T̂h∥∥∥2

0
− c2

∥∥Th∥∥2

0
+ c2τ

2
∥∥Tht ∥∥2

0
+ 2τ

(
L
(
ûh, T̂h

)
, T̂h

)
+

+2τ
(
Λ1T̂

h, T̂h
)

= 2τ
(
fhT , T̂

h
)
. (37)

Estimate the scalar products in (37):

2τ
(
L
(
ûh, T̂h

)
, T̂h

)
≤ 2τ

∣∣∣∣∣∣
∑
Ω−h

ûh,+1T̂hx T̂
h +

∑
Ω+
h

ûhT̂hx̄ T̂
h

∣∣∣∣∣∣h ≤
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≤ 4τ
∥∥∇ûh∥∥

0

∥∥∥T̂h∥∥∥
0

∣∣∣∣∣∣
∑
Ω−h

T̂hx +
∑
Ω+
h

T̂hx̄

∣∣∣∣∣∣h ≤
≤ d2τ

∥∥p̂h∥∥
2

∥∥∥T̂h∥∥∥
0

∥∥∥∇T̂h∥∥∥
0
≤ ε1d3τ

2

∥∥p̂h∥∥2

2
+
d3τ

ε2

∥∥∥T̂h∥∥∥2

0

∥∥∥∇T̂h∥∥∥2

0
.

Using Lemma 2 and the di�erence analogue of the embedding theorem,
estimate the right-hand side of the last inequality as follows:

2τ
(
L
(
ûh, T̂h

)
, T̂h

)
≤ d4

∥∥∇ph∥∥2

0
+ d4ε3τ

3
∥∥Tht ∥∥2

0
+

+d4τε3

∥∥fhp ∥∥2

0
+
d3τ

ε2

∥∥∥T̂h∥∥∥2

0

∥∥∥∇T̂h∥∥∥2

0
.

The right-hand side of (37) is estimated as follows:

2τ
(
fhT , T̂

h
)
≤ ε2τ

∥∥fhT∥∥2

0
+
d16τ

ε2

∥∥∥∇T̂h∥∥∥2

0
.

Use these inequalities to estimate the terms in (37), and add this inequality
to the inequality (33) multiplied by some d5 > 0 to obtain

c2

∥∥∥T̂h∥∥∥2

0
+ τ2 (c2 − d4ε3τ − 0.5d5c2ε4τ)

∥∥Tht ∥∥2

0
+

+τ

(
2c0 −

d16

ε2
− d3

2ε2

∥∥∥T̂h∥∥∥2

0

)∥∥∥∇T̂h∥∥∥2

0
+ d5c0

∥∥p̂h∥∥2

0
+

+d5c0τ
2
∥∥pht ∥∥2

0
+ τ (d1d5 − d4)

∥∥∇p̂h∥∥2

0
≤

≤ c2
∥∥Th∥∥2

0
+ d5c0

∥∥ph∥∥2

0
+ ε2τ

∥∥fhT∥∥2

0
+ τ

(
d5ε4

2
+ d4ε3

)∥∥fhp ∥∥2

0
.

Choosing τ < τ0, where τ0 = c2 (d4ε3 − 0.5d5c2ε4)
−1, the last inequality

yields

c2

∥∥∥T̂h∥∥∥2

0
+ d6τ

2
∥∥Tht ∥∥2

0
+ d7τ

(
c8 −

∥∥∥T̂h∥∥∥2

0

)∥∥∥∇T̂h∥∥∥2

0
+ d5c0

∥∥p̂h∥∥2

0
+

+d5c0τ
2
∥∥pht ∥∥2

0
+ d9τ

∥∥∇p̂h∥∥2

0
≤ c2

∥∥Th∥∥2

0
+ d5c0

∥∥ph∥∥2

0
+ ε2τ

∥∥fhT∥∥2

0
+ d10τ

∥∥fhp ∥∥2

0

where d7 = (2d16 + d3) (2ε2)
−1, c8 = 4c0ε2 (2d16 + d3)

−1, d9 = d1d5 − d4, d10 =
0.5d5ε4 + d4ε3. Choose εi and d5 from the conditions of non-negativity of the
coe�cients under the norms on the left-hand side of the inequality. Applying the
induction method as in Lemma 4 of the work [6], we obtain the assertion of the
lemma.

Lemma 4. The following estimate holds under the conditions (11), (24):(
L
(
ûh, T̂h

)
− L

(
û, T̂

)
, θ̂
)
≤ 3ετd11

2

∥∥p̂h∥∥2

2
+
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+
3τd11

2ε

∥∥∥T̂h∥∥∥2

1

∥∥∥∇θ̂∥∥∥2

0
+
τ

ε

∥∥∥∇θ̂∥∥∥2

0
, ε > 0.

Proof. Using the de�nition of L, the summation by parts, the ε-inequality
and the condition (24), we obtain:

(
L
(
ûh, T̂h

)
− L

(
û, T̂

)
, θ̂
)
≤
∥∥∇ûk∥∥

0

∣∣∣∣∣∣
∑
Ω+
h

T̂hθ̂x̄ +
∑
Ω−h

T̂hθ̂x

∣∣∣∣∣∣h+

+2
∥∥∇ûh∥∥

0

∣∣∣T̂h0 θ̂0 − T̂N θ̂N
∣∣∣+ 2τc9 ‖∇û‖0

∥∥∥∇θ̂∥∥∥
0
≤

≤ d11τ
∥∥p̂h∥∥

2

∥∥∥T̂h∥∥∥
0

∥∥∥∇θ̂∥∥∥
0
+2τd11

∥∥p̂h∥∥
2

∥∥∥∇T̂h∥∥∥
0

∥∥∥∇θ̂∥∥∥
0
+2τc9 ‖∇û‖0

∥∥∥∇θ̂∥∥∥
0
≤

≤ ετd11

2

∥∥p̂h∥∥2

2
+
τd11

2ε

∥∥∥T̂h∥∥∥2

0

∥∥∥∇θ̂∥∥∥2

0
+ ετd11

∥∥p̂h∥∥2

2
+

+
τd11

ε

∥∥∥∇T̂h∥∥∥2

0

∥∥∥∇θ̂∥∥∥2

0
+ 2τεc9 ‖∇û‖20 +

τ

ε

∥∥∥∇θ̂∥∥∥2

0
.

Using the de�nition of the norm ‖·‖1 and taking into account the assumption
of boundedness of ‖∇û‖2, we obtain the assertion of the lemma.

Lemma 5. The following estimate holds under the conditions (11), (15),
(22):

c4c8

∥∥∥θ̂∥∥∥2

0
+ d18

∥∥∥∇θ̂∥∥∥2

0
≤ d19 ‖θ‖20 + 2d12ε2

∥∥ph∥∥2

0
+ ε1 ‖ψT ‖2−1 .

Proof. Reduce the equation (30) to the form

− |Φ′ (T )| ·θt−τTt
∣∣Φ′′ (Th + χ1τT

h
t

)∣∣ ·θt−|Φ′′ (T + χ3θ)| ·θθt−|Φ′′ (T + χ3θ)| ×

×Ttθ − τ
∣∣Φ′′ (Th + χ1τT

h
t

)∣∣ (θt)2
+ L

(
ûh, T̂h

)
− L

(
û, T̂

)
+ Λ1θ̂ ≤ ψT .

Multiply this equation by −2θ̂:

2
(
|Φ′ (T )| · θt, θ̂

)
+ 2τ

(
Tt
∣∣Φ′′ (Th + χ1τT

h
t

)∣∣ · θt, θ̂)+

+
(
|Φ′′ (T + χ3θ)| · θθt, θ̂

)
+
(
|Φ′′ (T + χ3θ)|Ttθ, θ̂

)
+

+
(
τ
∣∣Φ′′ (Th + χ1τT

h
t

)∣∣ (θt)2
, 2θ̂

)
−

−2
(
L
(
ûh, T̂h

)
− L

(
û, T̂

)
, θ̂
)
− 2

(
ψT , θ̂

)
≤ 0. (38)

Estimating scalar products in (38) using the conditions (11), (15), (22),
Lemma 2 and Lemma 3, it is easy to obtain the inequality

c4c8

∥∥∥θ̂∥∥∥2

0
+ τ2

(
c4c8 −

2c5
ε1
‖θt‖20

)
‖θt‖20 +

(
2c1 − d15 − ε1 (1 + 2c5) ‖θt‖20

)
×
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×
∥∥∥∇θ̂∥∥∥2

0
≤
(
c4c8 +

c5
ε1

+
c9c5
ε1

)
‖θ‖20 + 2d12ε2

∥∥ph∥∥2

0
+ ε1 ‖ψT ‖2−1 .

Assuming that the condition ‖θt‖20 < d17 holds, where

d17 = min
{
c4c8ε1 (2c5)

−1
, (2c1 − d15) ε−1

1 (1 + 2c5)
−1
}
,

we arrive at the assertion of the lemma.
The following lemma is proved as Lemma 3 in [6]:
Lemma 6. The following estimate holds under the conditions (10), (23):

‖π̂‖20 + 2τc0 ‖π̂‖21 ≤ d22 ‖π‖20 + 4τ2d22 ‖θt‖20 + τ (1 + τ) ε2 ‖ψp‖2−1 .

To estimate the terms containing the global capillary pressure in the
equations for water and steam saturations, we reduce these equations to the
equivalent form using the relation (7):

σw,t + Λ3wπ̂ + Λ4wσ̂w + Λ5wπ + Λ6wσw + Λ7wσg + Λ8wθ = ψw, (39)

where

Λkα =

{
− 2

h

(
ν̌hαb

h
i

)+1
wx, x = 0; −

(
ν̌hαb

h
i wx̄

)
x
, x ∈ Ωh;

2

h
ν̌hαb

h
i wx̄, x = 1

}
,

i = 3, 1, 2, 4 for α = 5, 6, 7, 8, respectively.
Lemma 7. The following estimates hold under the conditions (12), (14), (7):

‖σ̂w‖20 + d23τ ‖σ̂w‖23 + d24τ ‖σg‖23 ≤

≤ d25 ‖σw‖20 + d26τε1 ‖∇π̂‖20 + d27τ ‖∇π‖20 + d28τ ‖σw‖23 +

+d29τ ‖σg‖23 + d30τ ‖∇θ‖20 + d31 (τ) ‖σg‖20 + d32 (τ) ‖ψw‖2−1 ,

‖σ̂g‖20 + d33τ ‖σ̂g‖24 + d34τ ‖σw‖24 ≤

≤ d35 ‖σg‖20 + d36τε1 ‖∇π̂‖20 + d37τ ‖∇π‖20 + d38τ ‖σg‖24 +

+d39τ ‖σw‖24 + d40τ ‖∇θ‖20 + d41 (τ) ‖σw‖20 + d42 (τ) ‖ψg‖2−1 .

Proof. Multiply the equation (39) by 2τ (σ̂w + σg) and estimate the scalar
products using the methods applied above. After simple transformations, we
obtain the inequality

‖σ̂w‖2 + τ2
(
1− ε−1

1

)
‖σw,t‖2 + τ

(
2c0 − (c1 + 1 + 2c6 + c7) ε−1

1 − 3ε1

)
‖σ̂w‖23 +

+2c6τ ‖σg‖23 ≤
(
1 + ε1 + ε−1

1

)
‖σw‖20 + 2τc1ε1 ‖∇π̂‖20 + ε1c1c7τ (c7 + 1) ‖∇π‖20 +

+ε1τ (c6 + c7) ‖σw‖23 + τ
(
c6ε1 + (2 + 3c7) ε−1

1

)
‖σg‖23 + 2τc1c7ε1 ‖∇θ‖20 +

+ (τ + 1) ε−1
1 ‖σg‖

2
0 + ε1τ (2 + τ) ‖ψw‖2−1 .
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Choosing ε1 from the condition of non-negativity of the coe�cients on the
left-hand side of the resulting inequality, we arrive at the assertion of the lemma.

Now let us prove the main theorem. Combining the results of Lemma 5,
Lemma 6, and Lemma 7, we obtain the following inequality after obvious
transformations:∥∥∥θ̂∥∥∥2

0
+ ‖π̂‖20 + ‖σ̂w‖20 + ‖σ̂g‖20 + τ2 (c2 − 4d22) ‖θt‖20 + d19τ

∥∥∥∇θ̂∥∥∥2

0
+

+τ (2c0 − d26ε1 − d36ε1) ‖∇π̂‖20 + +d23τ ‖σ̂w‖23 + d33τ ‖σ̂g‖24 +

+ (d34 − d39) τ ‖σw‖24 + τ (d24 − d29) ‖σg‖23 ≤

≤ d17 + d20 ‖θ‖20 + d22 ‖π‖20 + (d25 + d41 (τ)) ‖σw‖20 + (d31 (τ) + d35) ‖σg‖20 +

+τ (d27 + d37) ‖∇π‖20 + τ (d30 + d40) ‖∇θ‖20 + d28τ ‖σw‖23 + d38 ‖σg‖24 +

+d21τ ‖ψT ‖2−1 + ε2τ (1 + τ) ‖ψp‖2−1 + d32 (τ) ‖ψw‖2−1 + d42 (τ) ‖ψg‖2−1 .

Denoting

d43 = min {1, d19, 2c0 − d26ε1 − d36ε1} , d44 = min {1, d23, d33} ,

d45 = max {1, d20, d30 + d40, d22, d27 + d37} ,

d46 = max {d25 + d41 (τ) , d28, d31 (τ) + d35, d38} ,

we arrive at the assertion of the main theorem.

Numerical implementation and discussion of results

To solve the equation (16), the Newton's iterative method is used:

Φ
(
T̂ k
)

+Φ′
(
T̂ k
)(

T̂ k+1 − T̂ k
)

+τL
(
û, T̂ k+1

)
+τΛ1T̂

k+1 = Φ (T )+τfT (40)

where the index k is the iteration number. Using the de�nitions of the operators
Λ1, L, we reduce the equation (40) to the three-point form and �nd the boundary
conditions:

(
τ

h2
+
τ ûi− 1

2

2h

)
T̂ k+1
i−1 −

2τ

h2
+ Φ′

(
T̂ ki

)
+
τ
(
ûi− 1

2
− ûi+ 1

2

)
2h

 T̂ ki +

+

(
τ

h2
−
τ ûi+ 1

2

2h

)
T̂ k+1
i+1 = −FT,i, (41)

T̂ k+1
0 = δ1T̂

k+1
1 + δ2, T̂ k+1

N = δ3 (42)
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where

δ1 =
2τkh,1/2 + τhû1/2

h2Φ′
(
T k0
)

+ 2τkh,1/2 − τhu1/2

, δ2 =
h2FT,0

h2Φ′
(
T k0
)

+ 2τkh,1/2 − τhû1/2

,

δ3 =
β̃NτhûN− 1

2
+ 2τkhβ̃N + h2FT,N

h2Φ′
(
T kN
)

+ (1− α̃N )
(
τhûN− 1

2
+ 2τkh

) ,
FT,i = Φ (Ti) + τfT − Φ

(
T̂ ki

)
+ Φ′

(
T̂ ki

)
T̂ ki ,

α̃i, β̃i are coe�cients in the Thomas algorithm. Equations for pressure and
saturation also lead to a three-point view and are implemented using the Thomas
algorithm.

Computational experiments were carried out with the following choice of
functions cT (T ):

cT (T ) = 0.014 · exp 0.0084 (T − T0) , (43)

cT (T ) = 0.0028
(
1 + 0.011 · T 2

)
. (44)

The temperature distribution found on the previous time layer is chosen as
the initial approximation of the iterative process. The calculations are conducted
until the following condition holds:∥∥∥T̂ k+1 − T̂ k

∥∥∥
C
≤ ε0.

The number of iterations in the Newton's iterative process corresponding to
cases (43) and (44) are presented in Table 1 and Table 2, respectively. Overall,
the iterative process converges in less than 9 iterations in Case 1 at the selected
values of parameters h and τ , and less than 11 iterations in Case 2.

Table 1. The number of iterations corresponding to Case 1

h τ ε0 t = τ t = 5τ t = 10τ t = 20τ t = 50τ
0.01 0.001 10−6 9 7 7 7 6
0.01 0.001 5 · 10−5 7 6 6 5 5
0.01 0.001 2 · 10−5 7 6 5 5 5
0.01 0.001 5 · 10−4 5 5 5 5 4

Discussion of the simulation results was carried out in [8]. In that paper, a
one-dimensional test was performed on the example of the problem of steam
displacement by steam. Analysis of the results of computational experiments
showed that the model obtained reproduces the characteristic features of this
process. The distributions of pressure and saturations obtained as a result of
solving the problem (16)-(20) are similar to those obtained in [8].
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Table 2. The number of iterations corresponding to Case 2

h τ ε0 t = τ t = 5τ t = 10τ t = 20τ t = 50τ
0.01 0.001 10−6 11 9 9 8 8
0.01 0.001 5 · 10−5 9 8 8 7 7
0.01 0.001 2 · 10−5 8 8 8 7 6
0.01 0.001 5 · 10−4 7 7 7 6 5

Conclusion

This paper studied a �nite di�erence scheme for the solution of a one-
dimensional three-phase non-isothermal �ow problem. Using the method of
energy inequalities, an a priori estimate is obtained which proves the convergence
of the approximate solution to the solution of the di�erential problem. The
e�ciency of the proposed algorithm is veri�ed in numerical experiments carried
out for two model cases. The results obtained in this paper can be used to
carry out further research on numerical implementation of models describing
multiphase non-isothermal �ows in porous media.
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Abstract An implicit iterative algorithm is proposed for the numerical
implementation of the solution of grid equations. For the algorithm
under consideration, the following problems were tested: the problem
of �uid �ow in a square region (the cavity problem); the problem of
free convection in a closed square region when heated from above; the
problem of free convection in a closed square region when heated from
the side. Calculations are carried out using an iterative algorithm of the
variable direction type.

Keywords: Di�erence equations, operator-di�erence equations of
thermal convection, estimation of the convergence rate, iterative
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Introduction

For a numerical solution of thermal convection of an incompressible �uid,
methods based on the approximation of Navier-Stokes equations written in the
stream function, velocity vortex variables are widely used. In the literature there
are works on the justi�cation of iterative algorithms in the case of solving grid
stationary problems of thermal convection of an incompressible �uid. In the
work of A. F. Voevodin [1] , the absolute stability of classical implicit di�erence
schemes for the two-dimensional Stokes equations by the operator inequalities
method is proved, and stable direct and iterative methods for solving boundary
value problems are proposed. In the work of A. F. Voevodin, T. V. Yushkov
[2], a numerical method based on the method of splitting by physical processes
for solving initial-boundary value problems for thermal convection, written in
the stream function, vortex variables, is proposed. To solve systems of implicit
di�erence equations, a modi�cation of the �two-�eld� calculation of the values
of the stream function and the velocity vortex is used. A stability study on the
linear approximation of di�erence schemes is carried out [3,4].

Signi�cant results in this area of research were obtained in the works of V. P.
Vabishchevich, A. N. Tikhonov, A. A. Samarskii, N. N. Yanenko, Yu. I. Shokin,
P. Roach, O. M. Belotserkovsky, E. L. Tarunin, R. Temam, O. A. Ladyzhenskaya,
Abdrashin, S. L. Lapko, B. G. Kuznetsov. Among the works of Kazakh scientists,
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the works of Sh. Smagulov, N. T. Danaev, B. T. Zhumagulov, N. M. Temirbekov,
A. Zh. Kaltaev, Sh. N. Kuttykozhaeva, B. Rysbayuly, Zh. T. Sugirbayeva, B. A.
Urmashev and others can be noted.

Formulation of the Problem

We consider a two-dimensional system of stationary equations of thermal
convection in the stream function, velocity vortex variables for an incompressible
�uid in the square domain D = {0 ≤ x, y ≤ 1} of the following form [4,5,6]:(

Ω
∂Ψ

∂y

)
x

−
(
Ω
∂Ψ

∂x

)
y

= ∆Ω + Gr
∂θ

∂x
+ f (x, y) , (1)

∆Ψ = Ω, (x, y) ∈ D, (2)(
θ
∂Ψ

∂y

)
x

−
(
θ
∂Ψ

∂x

)
y

=
1

Pr
∆θ + g (x, y) (3)

with boundary conditions

Ψ =
∂Ψ

∂n
= 0, θ = 0, (x, y) ∈ ∂D, (4)

where ∆ is the two-dimensional Laplace operator, Ψ is the stream function, Ω is
vorticity, θ is temperature, Gr is the Grashof number, Pr is the Prandtl number,
n is the outer normal to the boundary of the domain, f (x, y), g (x, y) are some
given functions.

Consider a scheme on a symmetric stencil of the following form to
approximate equations (1)-(3) in a �nite di�erence domain

Dh =
{

(kh1,mh2) , k = 1, N1 − 1, m = 1, N2 − 1
}
,

where h1 and h2 are grid steps in the x and y directions, respectively:

Lh,Ψ (Ω)Ψ = ∆hΩ + Grθx̊ + f, (5)

∆hΨ = Ω, (6)

Lh,θ (Ψ) θ =
1

Pr
∆hθ + g (7)

with boundary conditions

Ψ0m = ΨN1m = Ψk0 = ΨkN2
= 0, θ0m = θN1m = θk0 = θkN2

= 0,

Ω0m =
2

h1
Ψx,0m, ΩN1m = − 2

h1
Ψx̄,N1m, m = 1, N2 − 1, (8)

Ωk0 =
2

h2
Ψy,k0, ΩkN2

= − 2

h2
Ψȳ,kN2

, k = 1, N1 − 1.
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The boundary conditions for the velocity vortex are taken in the form of
Thom's formulas [6]. The di�erence operators Lh,Ψ and Lh,θ correspond to the
approximation of the convective terms of the equations (1) and (3).

Suppose that the following relations are valid for the di�erence operators
Lh,Ψ , Lh,θ [7]:

|(Lh,Ψ (Ω)Ψ, V )| ≤ c0 ‖Ω‖ ‖∆hΨ‖ ‖∆hV ‖ ,

|(Lh,θ (Ψ) θ, V )| ≤ c0 ‖∆hΨ‖ ‖∇hθ‖ ‖∇hV ‖ , (9)

(Lh,Ψ (Ω)Ψ, Ψ) = 0, (Lh,θ (Ψ) θ, θ) = 0, ∀Ψ, V, θ ∈ Ω̊h (Dh) , (10)

where c0 > 0 is a uniformly bounded constant, Ω̊h (Dh) is the space of grid
functions with zero boundary values de�ned on the grid Dh. We will also use
the well-known inequalities [8]:

δ0 ‖u‖2 ≤ ‖∇hu‖2 , δ0 ‖u‖ ≤ ‖∆hu‖ , ‖∆hu‖2 ≤
8

h2
‖∇hu‖2 ,

which are valid for any grid function u ∈ Ω̊h (Dh), where h = min (h1, h2), δ0 > 0
is the minimal eigenvalue of the Laplace di�erence operator.

The di�erence operators Lh,Ψ , Lh,θ satisfying the conditions (9), (10), can
be chosen as follows:

Lh,Ψ (Ω)Ψ = (ΩΨẙ)x̊ − (ΩΨx̊)ẙ , (11)

Lh,θ (Ψ) θk,m =
1

2h1

(
Ak+ 1

2 ,m
(θk+1,m + θk,m)−Ak− 1

2 ,m
(θk,m + θk−1,m)

)
−

− 1

2h2

(
Bk,m+ 1

2
(θk,m+1 + θk,m)−Bk,m− 1

2
(θk,m + θk,m−1)

)
,

where

Ak+ 1
2 ,m

=
1

4h2
(Ψk+1,m+1 + Ψk,m+1 − Ψk+1,m−1 − Ψk,m−1) ,

Bk,m+ 1
2

=
1

4h1
(Ψk+1,m+1 + Ψk+1,m − Ψk−1,m+1 − Ψk−1,m) .

The following estimate holds for the solutions of the di�erence problem (5)-
(8):

‖∆hΨ‖ ≤
1

δ0

(
Ra√
δ0
‖g‖+ ‖f‖

)
, (12)

where δ0 > 0 is the minimal eigenvalue of the Laplace di�erence operator, Ra =
Gr Pr is the Rayleigh number, ‖f‖ is norm of the grid function in space L2,h (Dh).

Indeed, multiplying the relation (5) by Ψ and summing over the inner nodes
of the grid Dh, we obtain the relations:

(Lh (Ω)Ψ, Ψ) = (∆hΩ,Ψ) + (AhΨ, Ψ) + Gr (θx̊, Ψ) + (f, Ψ) ,
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‖∆hΨ‖2+

N2−1∑
m=1

(Ω0mΨx,0m −ΩN1mΨx̄,N1m)h1+

N1−1∑
k=1

(Ωk0Ψy,k0 −ΩkN2
Ψȳ,kN2

)h2+

+Gr (θx̊, Ψ) + (f, Ψ) = 0.

Hence, taking into account the boundary conditions (8), we have:

‖∆hΨ‖2+
2

h1

N2−1∑
m=1

(
|Ψx,0m|2 + |Ψx̄,N1m|

2
)
h1+

2

h2

N1−1∑
k=1

(
|Ψy,k0|2 + |Ψȳ,kN2 |

2
)
h2 ≤

≤ Gr |(θx̊, Ψ)|+ |(f, Ψ)| ,

‖∆hΨ‖2 ≤ Gr |(θx̊, Ψ)|+ |(f, Ψ)| .

Further, the right-hand side of the inequality obtained is estimated as follows:

Gr |(θx̊, Ψ)| ≤ Gr ‖∇hθ‖ ‖Ψ‖ ≤
Gr

δ0
‖∇hθ‖ · ‖∆hΨ‖ ,

|(f, Ψ)| ≤ 1

δ0
‖∆hΨ‖ · ‖f‖ ,

and we obtain the estimate

‖∆hΨ‖ ≤
1

δ0
(Gr ‖∇hθ‖+ ‖f‖) . (13)

Further, multiplying the relation (7) by θ and summing over the inner nodes
of the grid Dh, we obtain the following energy identity:

(Lh,θ (Ψ) θ, θ) =
1

Pr
(∆hθ, θ) + (g, θ) .

Hence we have

1

Pr
‖∇hθ‖2 ≤ |(g, θ)| ≤

1√
δ0
‖∇hθ‖ · ‖g‖ ,

i. e.

‖∇hθ‖ ≤
Pr√
δ0
‖g‖ . (14)

Using (13) and (14), we obtain the desired estimate (12).
Let us introduce the auxiliary grid function of the velocity vortex as in [9,

10], and represent the equations (5)-(7) in the form:

Lh,Ψ (Ω)Ψ = ∆hΩ +AhΨ + Grθx̊ + f, (15)

∆hΨ = Ω, (16)

Lh,θ (Ψ) θ =
1

Pr
∆hθ + g (17)
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with homogeneous boundary conditions for the sought grid functions, including
the velocity vortex; Ah is a nonnegative di�erence operator.

In the case of choosing Lh,Ψ by (11), the operator Ah has the following form
[9]:

AhΨkm =


2

h4
1

(
δk,1 + δk,N1−1

)
Ψkm, k = 1, N1 − 1, m = 1, N2 − 1,

2

h4
2

(
δm,1 + δm,N2−1

)
Ψkm, k = 1, N1 − 1, m = 1, N2 − 1,

where δk,m is the Kronecker symbol.
For numerical solution of the di�erence problem (15)-(17) we consider an

iterative algorithm of the variable direction type:

Ωn+ 1
2 −Ωn

τ
+ Lh,Ψ (Ωn)Ψn+ 1

2 = ∆hΩ
n +AhΨ

n+ 1
2 + Grθn+1

x̊ + f, (18)

∆hΨ
n+ 1

2 = Ωn+ 1
2 , (19)

Ωn+1 −Ωn+ 1
2

τ
= ∆h

(
Ωn+1 −Ωn

)
, (20)

∆hΨ
n+1 = Ωn+1, (21)

Lh,θ (Ψn) θn+1 =
1

Pr
∆hθ

n+1 + g, (22)

Ψ0 (x, y) = Ψ0 (x, y) = 0, Ψn+1 = Ωn+1 = θn+1 = 0, (x, y) ∈ ∂Dh. (23)

To implement the solutions of the auxiliary grid equations with nonself-
adjoint operators (18) and (22), we use the modi�ed method of minimal
corrections of the variational type.

To solve the equations (20), (21), we apply the classical alternating-triangular
method with the Chebyshev set of parameters [8].

Numerical Results

The following test problems are solved for the computational experiments of the
algorithm, the modi�ed method of minimal corrections of the variational type
and the iterative algorithm (18)-(23):

- the problem of a cavity;
- the problem of free convection in a closed domain when heated from above.
- the problem of free convection in a closed domain when heated from the

side.
Computational calculations were carried out until the following inequalities

were satis�ed:∥∥∥∥Lh (Ωn)Ψn − 1

Re
∆hΩ

n −AhΨn +
Gr

Re
θnx̊

∥∥∥∥+

∥∥∥∥Lh (Ψn) θn − 1

Re Pr
∆hθ

n

∥∥∥∥ ≤ ε,
where ε = 10−4.



72 CITech-2018, Ust-Kamenogorsk, Kazakhstan, 2018 September 25-28

The Problem of Heating from Above

Testing the problem of heating from above, it can be seen that the number of
time iteration remains unchanged with the increase in the size of the grid. The
number of iterations increases evenly (almost 0.1 times) with a decrease in the
number of steps in time. On a grid with size 33 × 33, the number of the time
iteration is 2648 at τ = 0.01, and the iteration number is 2942 at τ = 0.009
(Table 1). Ñhanging the time step further, a uniform change in the number of
iterations can be seen.

Table 1. The problem of heating from above at Re = 400, Gr = 103, Pr = 0.73,
ε = 10−4

τ 33× 33 65× 65 129× 129

1× 10−2 2648 2813 2865
9× 10−3 2942 3125 3183
8× 10−3 3309 3516 3581
7× 10−3 3782 4019 4092

The Problem of a Cavity

When testing cavity problems, the number of time iteration decreases uniformly
with the increase in the grid size. The number of iterations increases uniformly
on reducing the time step. On a grid with size 33 × 33, the number of the
time iteration is 3905 at τ = 0.01, and the iteration number is 4339 at τ = 0.009
(Table 2). Thus, changing the time step further, a uniform change in the number
of iterations can be seen.

Table 2. The problem of a cavity at Re = 400, Pr = 0.73, ε = 10−4

τ 33× 33 65× 65 129× 129

1× 10−2 3905 3845 3838
9× 10−3 4339 4271 4262
8× 10−3 4881 4805 4792
7× 10−3 5579 5491 5475

The Problem of Heating from the Side

In this problem, the number of time iteration increases almost threefold as the
grid size increases. The number of iterations changes uniformly on changing the
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τ 33× 33 65× 65 129× 129

1× 10−2 377 923 3076
9× 10−3 490 1105 3504
8× 10−3 727 1451 4268
7× 10−3 1598 2670 6886

Table 3. The problem of heating from the side at Gr = 105, Pr = 0.73, ε = 10−4

time step. On a grid with size 33 × 33, the number of the time iteration is 377
at τ = 0.0004 , and the iteration number is 490 at τ = 0.0003 (Table 3).

Figure 1 shows �ow patterns in the form of an isotherm and a streamline of
the problem of free convection in a square domain when heated from the side at
values Gr = 105, Pr = 0.73, ε = 10−4.

Figure 1. Isotherms and stream lines of the problem of free convection when heated
from the side

Figure 2 shows pictures of the isotherm and streamline of the problem of
convective �ow in a square domain with a moving cover for di�erent Reynolds
numbers and Gr = 2× 105.

Conclusion

According to the results of the study, we can conclude that the use of
the algorithm (18)-(23) for solving equations with nonselfadjoint operators is
e�ective. It can be concluded from the analysis of the computational experiment
that the proposed and mathematically based iterative algorithms are viable and
can be used to solve the Navier-Stokes equations numerically.
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Figure 2. Isotherms and streamlines at Re = 500
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Abstract The paper describes a method for constructing unstructured
grids with adaptation based on di�erential methods. The application
of these methods ensures a smooth distribution of the geometric
characteristics of the grid cells. To ensure proper adaptation in
unstructured grids, we use a new approach based on the methodology for
constructing an adaptive structured grid. This approach uses the method
of constructing a grid based on the solution of the inverted Beltrami
equation to create a mapping of some area of the sample grid to the
physical domain.

Keywords: computational grid construction algorithm, unstructured
mesh, adaptive mesh, di�erential elliptic equations, reversed Beltrami
equation.

Introduction

Normally, the grids constructed for the numerical solution of partial di�erential
equations are distributed into two essential groups: structured and unstructured
grids [1]. Each of these groups has its own methodology of construction and use,
which almost does not overlap. However, some theoretical principles that can
be realized for general numerical grids allow us to consider the possibility of
comparing and combining some methods from di�erent groups. One of them is
the adaptation of grids.

Adaptive grids allow researchers to avoid creating �ne grids for the entire
domain. Such grids critically increase the execution time of calculations. In many
cases, locations with a smooth solution do not need this excessive accuracy,
because it does not take e�ect in view of the poor accuracy of places with high
gradients of the solution.

Computational grids can be constructed in such a way that the places of
such large solution values and gradients are covered by small cells. This increases
the accuracy of the numerical solution created in places of steep gradients and
high values. The grid in the places of smooth solutions coarsens to optimize the
computation time.

Unstructured grids are widely used in �nite element and �nite volume
methods. They are necessary in certain situations and have several advantages
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over structured grids in the case of complex domain forms. Basically, such grids
are constructed by geometric and graph methods. Adaptation in these methods
is carried out by adding additional points in certain places of the grid. Most
algorithms for generating an unstructured grid [2] belongs to one of 3 groups,
de�ned by base approach to the construction. The �rst group is advancing
front algorithms [3]. In such algorithms, the mesh constructed by attaching
new cells to an existing grid, starting from the boundaries of the region. The
next approach is the iterative construction of the Delaunay triangulation by
adding new points to the existing triangulation [4, 5]. After adding a new point,
the entire triangulation must be changed to satisfy the Delaunay's principle.
Algorithms based on trees, such as the quadtree [6, 7] algorithms. In such
algorithms, the lattice cell shapes of the results may be far from perfect. However,
this approach makes it very convenient to adapt the grid in terms of cellular
blackening. These approaches can be improved to support limited grids, such as
constrained Delaunay triangulation [8, 9]. Limited grids are meshes that contain
some initial prede�ned structural elements, such as pre-initialized curves or
edges, surfaces, and volumes. This is how we are going to add �aws and fractures
in the grid.

General structured grids, commonly used in methods with �nite di�erence,
are constructed using simple algebraic methods. But their design is complicated
in situations of adaptation to the boundaries of physical regions and control
functions. In this case, the structured grid is a curvilinear coordinate system
and is determined by solving nonlinear di�erential equations. Such methods are
based on numerical di�erential geometry and lead to very natural adaptation of
structured grids [15, 16, 17]. There are lot of di�erent approaches of constructing
structured adaptive grids [18, 19, 20, 21].

The article describes a method of constructing a grid that has positive
characteristics of both approaches, combining them into one method. In the
case of unstructured grids at the moment there are several approaches [10, 11,
12, 13, 14. But they are all based on algebraic methods. In the general case,
it is di�cult to guarantee algebraic methods such good grid characteristics as
smoothness and regular cellular forms. The best numerical grids have to retain
the similarity of the shapes and sizes of adjacent cells throughout the domain.
For this purpose, methods based on di�erential equations can be very useful.
The combination is carried out by constructing an unstructured grid based on
a set of points uniformly distributed over a curvilinear structured grid. In this
method, the resulting grid is an unstructured grid and, therefore, has all its
positive aspects. It also maintains a smooth adaptation based on di�erential
methods.

Namely, the approach we are going to use is solving the inverted Beltrami
equation [18, 16]. This approach guarantee the property of smoothness for cell
form and size changes since it is based on variational methods. The equation
is taken by minimization of energy functional which is based on theory of
constructing isometric coordinate system on the surface [15]. Thus, the approach
is the best in terms of the physicality of the result grids.
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Grid construction method

Adaptive structured grids

Structured grid adaptation are based mainly on solving di�erential elliptic
equations. Consequently, they tend to smooth the scattering of the grid nodes.
They �nd a mapping of a sample domain with a common Cartesian grid
into a given physical region (Fig. 1, A). One of the most advanced in terms
of adaptation is the method based on the solution of the inverted Beltrami
equation (not inverse), which can be used to construct structured grids adapted
to gradients or values of scalar �elds or to directions of the vector �eld [18, 16]:

∂

∂sj
(
√
gsgjls ) =

√
gsgims

∂2sl

∂ξi∂ξm
(1)

In the formula (1), repeating indexation means summation over those indexes
on the one side of equality. S represents new grid coordinate system and ξi is
initial grid's curvilinear coordinate system. Here gjsl are contravariant tensor
components and gs is its determinant of the mapping shown in �gure 1, A.
Equation (1) is non-linear in such form and cannot be solved using standard
elliptic equation solving methods, so to solve it we have to add time derivative.
Thus, we convert it into parabolic equation and solve it by iterations. In each
iteration we get new curvilinear grid which is little closer to the result adaptation
than the previous one. Boundary conditions in those methods are taken by
solution of the same problem on the lesser dimension (�gure 1, B and C).

Unstructured grids

To construct unstructured grids, we used the Delaunay triangulation and the
Voronoi diagram [5], since they create relatively good grids for computation
by a given set of points oriented to control volume methods. The Delaunay
triangulation is a triangulation of the set of points in which all triangles and
points satisfy the Delaunay principle (Fig. 2, A). This principle states that
triangles should not contain other points from the set inside their circumcircles.
The goal is to create such grids in arbitrary cases with initial structural
constraints, such as prede�ned edges that can not be reconstructed.

Diagram of Voronoy is de�ned explicitly from triangulation by changing
points to cell centres and cell centres to nodes. Such grids are very useful to
control volume methods when centres of Voronoy cells can be counted as their
geometrical centres. In such cases the segments connecting centres of adjacent
cells are orthogonal to the edge or face between them.

To choose a set of points on which we implement the unstructured grid
construction method described above is to use the curvilinear adaptation
provided by di�erential methods. The set is uniformly scattered on the sample
region (left part of Fig. 1, A). After implementation of the mapping, we gain
uniformly scattered set with the adaptation to the values of some scalar control
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Figure 1. Structured grid construction: A) the mapping to be found; B-C) reverted
Beltrami equation result.

function. Further, this adapted set of points is used to construct an unstructured
grid. Figures 3 and 4 show the results of the implementation of the proposed
algorithm. The points in Figure 3 are selected simply as nodes of the structured
grid after adaptation. Since the sample cells are squares, the adaptive grid lines
are still close to orthogonal. Therefore, in the triangulation shown in Figure 3,
B, we see that the triangles are close to the right triangle.

Our way to choose the point set is to use curvilinear adaptation provided
by di�erential methods. The set is uniformly scattered on the sample domain,
which is represented on the left side of �gure 2, A. So, after mapping it represents
uniformly scattered set with adaptation to the values of some scalar control
function. Further this adapted set of points is used to construct the unstructured
grid. Figures 3 demonstrates the results of the implementation of proposed
algorithm.

Discussion

In real industrial physical modeling applications, the process domain can have
very complex shapes. They can have internal constraint structures, such as faults
or fractures, or a very complex boundary topology. In such cases, it is very
di�cult to use structured meshes even with adaptation. Complex boundaries
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Figure 2. Delaunay triangulation: A) Delaunay principle; B) Delaunay construction:
adding new point in triangular cell; C) Delaunay construction: adding new point to
existing edge; D) �ip operation; E) demonstration of constructed triangulation on the
random 100 points.

force researchers to make extremely small grids near these boundaries in
structured grids. In the case where there are structural constraints that establish
limitations for building a computational grid unstructured grids have special
tools like constrained Delaunay triangulations. These structural lines or surfaces
can intersect in a random order and create a complex unstructured topology
making impossible their accurate tracing by structured grid lines.

These advantages of unstructured grids are preserved in our method, since
result grids of the proposed method is an unstructured grid. The main advantage
of structured grids is the adaptation behaviour provided by di�erential elliptic
methods. This behaviour preserved in our method. This leads to smooth changes
in such properties of the grid cell as the size and shape, i.e., how much the cell
is elongated in one dimension.
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Figure 3. Example of unstructured grid constructed using points set de�ned by
adaptive mapping: upper left and bottom � Voronoy diagrams and upper right �
Delaunay triangulation.

In contrast to the existing methods of adapting an unstructured grid, that
are based on the use of geometry and graph algorithms, di�erential methods
based on elliptic equations guarantee such smoothness. It is very unnatural and
inconvenient ful�l the necessity of smoothness by algebraic methods. But the
elliptic di�erential methods has fundamental property to even the values of the
solution. In addition, the method of solving the inverse Beltrami equation is
based on minimizing the energy functional.

One signi�cant drawback of curvilinear structured grids is its use with
�nite di�erence methods. Since the computational grid on physical domain is
a mapping of some sample grid researchers must bring the expression to the
correct form. Expressions are to be modi�ed by inserting of the mapping to
the equation which lead to Jacobians of the mapping and components of the
metric tensor in the �nal form of the mathematical model. Simple heat transfer
equation after such modi�cation is written in the following form

∂u

∂t
= ν

(
∂

∂ξ1
(
√
gg11 ∂u

∂ξ1
+
√
gg12 ∂u

∂ξ2
+
√
gg13 ∂u

∂ξ3
)+



Construction of unstructured grids on oil and gas �elds with complex form 81

∂

∂ξ2
(
√
gg21 ∂u

∂ξ1
+
√
gg22 ∂u

∂ξ2
+
√
gg23 ∂u

∂ξ3
) + (2)

∂

∂ξ3
(
√
gg31 ∂u

∂ξ1
+
√
gg32 ∂u

∂ξ2
+
√
gg33 ∂u

∂ξ3
)

)
Solving even sample equations may bring challenge in case of adaptive

structured grids. Since all that process is not yet automatized and have to be
done manually using unstructured grids on the same data

Conclusion

The paper describes novel approach method that keeps smoothness property
of adaptive structured grid and transfers it to unstructured grids. By using
smooth mapping produced by structured grid construction method we initialize
set of points on which the unstructured grid constructed. The grids are Delaunay
triangulations and Voronoy diagrams and constructed iterationally. The point
set for construction acquired by mapping of some regular triangular nodes
using smooth mapping, that have been de�ned by solving elliptical di�erential
equations. Due to that fact inner angles of cells are close to each other in
the whole triangulation. Exceptions may occur if we need to add structural
constraints that are not traced by grid lines of coordinate system that represents
mapping, because in such case initial point set has not any kind of relation to
the prede�ned structural line or surface.

However, the most important reason to use adaptive structured grids is a
possibility to use �nite di�erences method with higher order approximation
di�erence schemes. Proposed approach does not interact with such situations
and may be handy only in situations when those schemes are not necessary.

Di�erential equations well �t situations when changes of cells size and form
is to be smooth. Until now, methods of unstructured adaptive grid construction
have used mainly algebraic formulas which leads to necessity of some additional
instrument to guarantee of such smoothness. In case of di�erential methods based
on elliptic equations such property is encapsulated in its basic principles. In grid
construction methodology such methods have been used widely to construct
structured adaptive grids. To transfer this property to unstructured meshes, we
implemented standard grid construction algorithms with the ability to build a
grid on any given set of points. Solving the equation provides a certain mapping
of some sample grid to the physical domain, and we use this mapping to de�ne a
set of points with the adaptation. On this set the unstructured grid is constructed
which gives us the result grids that have bene�ts of both approaches.
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Abstract Nowadays, there is signi�cant progress in areas of medicine,
connected with using of implants (surgery, orthopedics, endoprothesis
replacement) due to development of making implants technology and
medical tools which is necessary to their installation. One of the main
conditions of successful functioning such products for medical purposes
is ensuring their bio-compatibility. In this article we will consider the
most common approaches to the texture descriptions and on the basis of
the obtained theoretical data we will choose the method which will allow
estimating quality of texture in any scale of the image.

Keywords: texture, bio-compatible coating, Gabor �lter

Introduction

Nowadays, we can observe signi�cant progress in the areas of medicine,
concerning implants usage (surgery, orthopedics, endoprosthesis replacement)
due to development of making implants technology and medical tools, necessary
for their adjusting. One of the main factors of successful functioning of such
products for medical purposes is ensuring their bio-compatibility. For reaching
this goal, we should satisfy two conditions:

1. Proper selection of implant's material;
2. Di�erent technologies of implant's bio-compatibility increasing by means of

various types of their surface treatment including bio-compatible coatings
spraying [1, 2].

There are several high-tech devices, which are used as biocompatible coatings
deposition on implants, but also they cannot guarantee an ideal covering. To
guarantee that the implant would not be rejected, we will consider various
methods of the texture descriptions for the subsequent analysis of the image.

R.M. Kharalik's [3], K.I. Lavs's [4], X. Tamura's and [5], X. Niemann's
[6] studies are devoted to automation of processing, analysis, recognition and
comprehension of textural features. It is essential to mention the works of D.
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Chetverikov [7] (a number of algorithms for the selection and classi�cation of
textures were investigated), N.G. Fedotov [8] (application of stochastic geometry
and functional analysis for the recognition of half-tone textures), K.N. Spiridonov
[9] (application of the spectrum of generalized fractal attributes for texture
comparison), A.A. Potapov [10] (technology of radar detection of low-contrast
targets based on probabilistic textural attributes), and M. Stesheletsky [11]
(application of texture analysis to the processing of biomedical images). [12]
In this paper, we will consider the most common approaches to the description
of textures and basing on the theoretical data, we will choose a method assessing
the quality of the texture at any scale of the image.

The Main Approaches to the Description of Textures for
Visual Quality Control of Bio-compatible Coatings on
Medical Products Made from Titan

Statistical method: this approach allows describing image's texture e�ectively
because of determination of two-dimensional contiguity of pixels' brightness.
Advantage of this approach is that textural signs are calculated by the fragment
of image. The disadvantage is that this approach is di�cult in calculation [3,
13].

Geometrical approach: it is convenient to estimate the repeating character
of an arrangement of textural elements of the image by means of function of
autocorrelation, which can be used to assess the degree of a regularity and
�neness of rough texture morphology. For coarse-grained texture, the size of auto
correlated function decreases slightly in comparison with area of �ne-grained
texture. The advantages of this approach is that methods of stochastic geometry
could decrease the bug of autocorrelation function and that Blur-invariants
relating to the theory of invariant moments are tolerant to violations of focus
of the camera and vibrations of sensors. Disadvantage is that this algorithm is
very limited in practical use [14].

Spectral approach: for processing images in di�erent scales Fourier and
wavelet analysis are implied. The Fourier transformation should be considered
as a decomposition of the signal into frequency and amplitude components,
i.e. reversible transformation from temporal to frequency space. In case of
wavelet analysis, the signal is decomposed by basic functions (wavelets), which
are based on the generating wavelet using shift and scaling operations. The
advantage of this approach is that independent component analysis �lters re�ect
the main directions of the image texture and when analyzing medical images,
there are noticeable textural deviations that indicate a deviation from the norm.
Disadvantage is the di�culty when changing the period and phase of the texture
[15].

As the outcome of the studies being carried out, we have established the
structural-phase composition and some properties of samples of bars from
titanium alloy Grade 5 Eli brand, and Ti6 -Al-4V transmission electron
microscopy (TEM) and x-ray analysis revealed that the samples of alloy Grade
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5 Eli brands have a two-phase α + β microstructure consisting of Ti- α phase
with a hexagonal crystal lattice and a small fraction of the Ti β -phase with a
cubic crystal lattice.

Figure 1 shows the metallography of alloy samples with ideal and damaged
texture.

a) b)

Figure 1.Microstructure of the studied samples of Grade 5 alloy Eli with ideal texture
(a) and damaged texture (b).

Development and growth of α-phase secretions from β, which is known
to occur in these alloys during cooling from the temperatures of hot
thermomechanical treatment, are presented in the form of strips or plates. The
lamellar microstructure consists of parallel lamellae of the α-phase separated by
a phase β. The width of the plates varies from two to three dozen to several
microns. The grain sizes from 100 to 500 microns. Packages or colonies of α-
plates have dimensions from 10 to 500 microns (see �gure 1 a) and are located
mainly at indirect angles to grain boundaries, but in �gure 1 (b) there is a
texture damage.

Spectral Approach. Gabor Filter. Algorithm of Gabor
Filter

Fourier and wavelet analysis are used to process images in di�erent scales. The
Fourier transformation should be considered as a decomposition of the signal
into frequency and amplitude components, i.e. reversible transformation from
temporal to frequency space. In the case of images, the Fourier transform is also
used to identify periodic structures that can be used to detect objects.

The input data is a two-dimensional image with superimposed noise. Suppose
you have the input image I size N × M, where N and M - its height and width,
then the two-dimensional representation of the signal in the frequency domain
occurs according to the formula 1 [16]:
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I[i1, i2] =
1

N ∗M

N−1∑
k1=0

M−1∑
k2=0

I[k1, k2]∗exp(j∗i1∗k1∗
2 ∗ π
N

+j∗i2∗k2∗
2 ∗ π
M

), j =
√
−1

(1)
In case of wavelet analysis, the signal is decomposed by basis functions

(wavelets), which are based on the generating wavelet using shift and scaling
operations. For the initial image, a convolution with a basic function (�lter) is
constructed, then the di�erence between the received and the original signal is
calculated and a second projection of this di�erence is constructed, each basic
function is a shift of the previous one stretched by a certain number of times.

Independent component analysis �lter and Gabor �lter are recognized as the
most e�ective �lters [17]. The �rst ones are obtained by analyzing the training
sample images, these �lters are local and similar to the Gabor �lter, and however,
they re�ect the main directions of the image texture and are of natural character.

Gabor Filter

The algorithm based on Gabor's �lters is very useful in identifying the direction
of the texture. This is the main advantage of the algorithm. In digital image
processing, this �lter is applied to detect edges of objects. RGB and HSL color
models are suitable to use this algorithm. It should be noted that this algorithm is
not as popular as, for example, graph theory algorithms. Therefore, the algorithm
based on Gabor �lters is of the greatest interest for its development and further
implementation.

The algorithm using Gabor �lters is based on the work with two matrices:
image matrix and �lter matrix. The original image can be represented as a matrix
I, the image matrix �lled with pixel values. These values are placed in each cell
of the matrix. The �lter matrix and image matrix are superimposed on each
other [18].

The fundamental formula used in the implementation of the algorithm is:

g(x, y, δ, θ, φ, σ, γ) = exp(−x
′2 + y2 ∗ y′2

2 ∗ σ2
) ∗ cos(2 ∗ π ∗ x

′

δ
+ φ) (2)

x′ = x ∗ cosθ + y ∗ sinθ (3)

y′ = −x ∗ sinθ + y ∗ cosθ (4)

where,
δ - wavelength of the cosine factor;
θ - determines the orientation of the normal of the parallel bands of the

Gabor function in degrees;
φ - determines the phase shift in degrees;
γ - compression ratio.
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The Algorithm of the Software Product that Implements the Gabor

Filter

The algorithm of the software product that implements the Gabor �lter is
presented in �gure 2.

Figure 2. The algorithm of the software product that implements the Gabor algorithm.
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Outcome

The initial image samples of the Grade 5 Eli alloy is presented in �gure 3. The
result of the software is shown in �gure 4.

The processed image was obtained with the following data: σ = 8; θ = 0; φ
= 1; γ = 0.5; N = 8.

Figure 3. The initial image samples of the Grade 5 Eli alloy.

Figure 4. Software result.

Conclusion

In this article, we have considered such approaches to the description of textures
as statistical, geometric and spectral. The advantages and disadvantages of each
were considered, and basing on the work performed, spectral approach was
chosen, which allows assessing the quality of the texture at any scale. Software
based on Matlab R2015b was developed as the result of the research. The
software allows carrying out quality control of bio-compatible coatings.
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Abstract Healthcare in Kazakhstan is characterized by a full-scale
introduction of information systems into the activities of meicine, medical
organizations covering all aspects of medicine. At the same time, there
is a serious fragmentation and functional incompatibility of existing
information systems, such as the information system of compulsory
medical insurance, the information system for the collection and analysis
of medical statistics, an integrated electronic medical record, information
systems for managing health resources. Within the framework of this
article, the results of the analysis of the existing hardware and software
architecture in E-Healthcare of Kazakhstan are described.

Keywords: E-health, architecture, medical system, e-health concept.

Introduction

In 2013, the State Program "Information Kazakhstan 2020"was adopted, which
introduced the term "e-health"(e-health) and identi�ed ways for the further
development of health informatization. In accordance with this program, it is
expected that the introduction of Information Communication Technologies in
the healthcare system will allow to bring the quality of medical care to a new
level. E-health technologies will allow monitoring of the population at a distance,
better dissemination of information among patients, improving access to health
care, especially in remote areas, for people with disabilities and the elderly [1-3].

By 2020, the implementation of e-health of the RK should provide an
opportunity to automatically obtain timely, relevant, reliable, and su�cient
information to ensure a safe, fair, quality and sustainable health care system
that is tailored to the needs of the patient. This will be possible through the
fact that all medical organizations and units of the Ministry of Health will have
high-speed and secure access to fully interoperable e-Health systems based on
paperless technology.

Based on the analysis of the experience of developed countries in the �eld of
creating an e-health system, the strategy for creating a national concept for the
transition to the eHealth system can be presented in three steps:

1. Develop a national vision of the health system that addresses the current
health issues in the chosen country. An explanation of why such a strategy is
needed, what goals are, how the plan will be implemented;



92 CITech-2018, Ust-Kamenogorsk, Kazakhstan, 2018 September 25-28

2. Creation of a roadmap for development in this area for the medium term,
which, nevertheless, creates an infrastructure for a long time;

3. Create a plan for monitoring the e�ectiveness of the project, which would
take into account possible risks. Attracting investments for a long time [4, 5].

Separately, telemedicine systems, robotic systems, systems for supporting
decision-making, electronic libraries are being introduced. In the very near
future a breakthrough is expected in the �eld of implementation of distance
education systems for doctors, relevant in the light of the transition to a system
of continuing education and accreditation [6].

Conceptual functional architecture

The vision of the general conceptual scheme of functionality ensuring the
achievement of e-health objectives is presented in Figure 2. Not all of these
elements of the conceptual framework will be directly implemented centrally,
which is part of the new implementation strategy aimed at sharing e-health
development e�orts among a wide range of stakeholders. At the same time, the
task of the Ministry of Health of the Republic of Kazakhstan is to provide the
conditions for the achievement of this conceptual vision, through a number of
mechanisms, including standardization, regulatory legal frameworks, motivation
of medical organizations,

In this scheme, there is an integration bus and a single repository that
provides centralized storage of medical and non-medical health data, including
electronic health passports of every citizen of the Republic of Kazakhstan. The
integration bus is an instrument of interaction between various information
systems. A single data repository (EPD) is a source of information for the
formation of registers for selected priority diseases. In addition, the ERD provides
aggregation and storage of information used to make administrative and �nancial
decisions, as well as in government health statistics. Thus, in order to determine
the data set to be transmitted to the EPD, standardization of the structure
and content of the FTE is required, as well as the analysis and standardization
of data necessary for maintaining state statistics and making managerial and
�nancial decisions [4].

The FTE system is a centralized system for storing, processing and
transferring FTE of all patients in the country, which will store basic information
about patients throughout their life.

The resource management system is an information system that provides
registration of providers of medical services and collection of data on technical
and economic indicators and material resources of organizations. Management
of directories and classi�ers is an information system that ensures the unity
of identi�ers and classi�ers for all participants in e-health of the Republic of
Kazakhstan through services.

IP Polyclinic is an information system that supports the main processes
related to the provision of medical care at the PHC level. Functionally, it is
divided into two main groups maintaining an electronic health passport and
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electronic medical records of narrow specialists. IP The hospital is an information
system that supports the main business processes related to the provision of
medical care at the hospital level.

IS Ambulance is an information system that manages calls and brigades,
records the causes and results of emergency and emergency care, medical services
provided, medications used, access to FTE, records the receipt and expenditure
of medicines and medical products.

The IC of the Hospitalization Bureau is an information system that provides
the patient with a free choice of a medical organization and the availability of
medical services provided during planned hospitalization.

IP Medicines are an information system that provides management of
the need, procurement and turnover of medicines and medical devices in the
framework of the MSDS at the national and regional levels.

A single payment system is an information system that provides the function
of cost recovery and �nancial decision-making in health care.

Quality management of medical services is an information system that
automates the processes of assessing the quality of medical care, assessing the
quality of medical care on the basis of the indicator system and ranking of
providers of medical services, as well as licensing, accreditation, and certi�cation
processes.

The Situation Center is an analytical system built on the principles and
platform of business intelligence (BI), which allows in an operative mode
to perform a detailed multi-vector analysis of the collected information with
the possibility of an advanced in-depth analysis. "Laboratory information
system"and "Medical images"information systems providing the collection,
processing and transmission in EMZ of information about the diagnostic services
rendered and their results.

The system for monitoring the sanitary and epidemiological situation is an
information system that ensures the collection, generalization and analysis of
information, timely informing the responsible departments of the Ministry of
Health of the Republic of Kazakhstan and local authorities about the sanitary
and epidemiological situation in all regions of the Republic. The patient's
personal area provides patients with access to their own health data and access
management for medical personnel, support of preventive PHC functions, self-
monitoring of health status and noti�cation of the need for health-related
activities. Personal o�ce of the doctor - provides the operative access of the
doctor to the FTE and EMZ of his patients, a single entry point for the doctor
in the information systems "Hospital "Polyclinic "First Aid".

Personal manager's o�ce - a single point of access professionals MOH and
its agencies, health departments, heads of health organizations to the functional
information systems in accordance with its functional responsibilities.

Telemedicine - the provision of telemedicine services such as consultation, a
consultation conference and videoselektornye meetings and meetings across the
country, teleconferences, training seminars.
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To ensure the functioning of the EPD as a platform for interaction in
the health sector, additional intermediate software is needed - an integration
platform for the exchange of medical data and the creation of a single information
medical space. This platform consists of several components, the main of which
are: DBMS and integration bus [7, 8].

Conceptual technical architecture

Technical architecture is the architecture of the hardware and software
infrastructure that ensures the operation of application systems and the
execution of operational (non-functional) requirements for the architecture of
application systems and information.

Currently, the e-health architecture contains two types of information
systems and applications. The �rst part is developed on the principle of client-
server desktop applications. When using these systems,that all MOs have servers
within the enterprise itself, and all users work with systems on the local network
from their workstations. During the night, all the data that was updated during
the day is sent from the local server to the top where the data is synchronized,
and possible changes in the directories, data structures, and software codes are
sent down. Exchange of operational information necessary for the process of
medical care between centralized systems and nodes of UHMIS systems is carried
out by accessing services through messaging through the transport environment.
The second part of the applications is developed on the web technologies,
in which users via web browsers access directly to the central data center
of the Ministry of Health of the Republic of Kazakhstan, where web servers,
applications and databases are located.

Figure 1 shows the architecture of software and hardware in the e-healthcare
of the Republic of Kazakhstan.

As you can see in Figure 3, the architecture assumes the availability of
a backup data center and a communication channel in order to ensure the
continuity of the work of organizations in the event of a single data center failure
or channel failure. At the beginning, the backup data center can be designed only
for synchronous data replication to protect them in the event of data corruption
(and disk) of the main data center. In this scenario, in the event of an accident,
the data will be restored from the backup data center.

This architecture also shows that there are two categories of medical
organizations: working in the cloud and working with a local server, and at
the beginning most organizations will be from the second category. With the
development of communication channels and the capacity of the data center,
more and more enterprises will move from the second category to the �rst.

Inside the data center, all databases will be stored, among which the main
ones are highlighted, which are shown in Figure 2.

It should be noted that the principle of operation of the database for FTE,
and statistical data store di�ers because FTE database optimized for transaction
(OLTP), and statistical data store is focused on the analytical work (OLAP) [6].
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Figure 1. Architecture of software and hardware in e-healthcare.

Figure 2. Main databases of e-Health Data Center.
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Cloud computing in e-healthcare

The software and hardware intended for cloud computing will be presented in
the form of the following three main layers of services:

- Infrastructure as a service (IaaS);
- Platform as a service (PaaS);
- Software as a service (SaaS).
The architecture of cloud computing e-health is presented in Figure 3.
At the infrastructure level, e-health will provide services such as virtual

servers, virtual desktops equipped with the required processing power.
At the Platform level, e-healthcare will provide, primarily, an integration

bus that will allow the interconnection between di�erent information systems
working with di�erent protocols. The bus will also provide access to various
services published locally for use, in accordance with the SOA rules, all
information systems. It is important to pay attention to the fact that the
integration bus will allow to integrate various systems, including systems
purchased directly by medical organizations [9, 10].

Figure 3. The architecture of cloud computing e-health.

Another important element of the e-Health Platform will be a database
management system capable of storing both transactional FTE records and
analytical repositories.



Hardware and software architecture in E-Healthcare 97

At the service level in the form of software (SaaS), several categories of
software will be stored in the cloud:

1) Systems eHealth, which provide the basic functionality of business
processes of health: e-government services in health care, information systems for
individual health sectors, various types of web applications, legacy applications,
operating separately or integrated via integration bus.

2) Applications originally designed to meet the requirements for a single
information space, such as: new registers, new services;

3) Shared services are services intended for use by all systems - used in
accordance with the principles of SOA. Examples of such services can be: data
transfer to FTE, reading from FTE, EDS service, transfer of statistical reports
to analytical storage, etc.

Conclusion

In conclusion, I would like to note that in order to build the correct architecture
of IIAs, one must take into account: the development of ICT, incl. in health
care is a strategic priority, and the need to emphasize the introduction of IC
placed on the collection of analytical information for management and �nancial
decisions, to the detriment of functionality and information, allowing healthcare
professionals to provide safe, high-quality, timely and accessible health services.
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Abstract In this paper, methods of mathematical statistics, namely,
methods of regression and variance analysis construct and verify the
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the volumes of air transportation in Kazakhstan. The methods of
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Introduction

The growth of air transportation around the world is one of the reliable indicators
of economic growth. Improving the state of the world economy leads to an
increase in the activity of the population of all countries and, ultimately, an
increase in passenger �ows. Air transport has always played and plays an
important role in the economic and social development of all countries. Therefore,
the availability of a developed ground infrastructure for civil aviation is a
necessary condition for economic growth. And for the constant readiness of the
infrastructure, it is important to determine the dependence of the future value
on the past value within the process itself, and on the basis of this dependence
make a forecast of its future value, formed as a result of their alignment and
alignment.

The key task of the analytical department of the modern airline is the
preliminary assessment and further qualitative forecast of the volume of own
transportation and transportation of competitors. The pre-planned number
of �ights allows you to rationally distribute the company's resources without
a�ecting the interests of the passenger at the same time. Such a policy leads to
the exclusion of unpro�table "idle"�ights and to an increase in the company's
rating due to full compliance with the needs of customers.

Forecasting the volume of tra�c is an integral part of the decision-making
process; this is a systematic check of the company's resources, which allows
to more fully use its advantages and to identify potential threats in a timely
manner. The company must constantly monitor the dynamics of tra�c volume
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and alternative opportunities for the development of the air transportation
market situation in order to best allocate available resources and choose the
most appropriate areas of its activities.

The task of forecasting the volumes of passenger tra�c is the basis for
solving many problems of optimizing the air transportation system by the criteria
directly related to the pro�tability index (revenues, costs, pro�ts), since the
optimality of plans obtained in solving these tasks depends primarily on the
accuracy of forecasts.

The aim of the work is the development of decision-making models for
air transport management, which, based on the analysis of the passenger's
passenger statistics, will make forecasts on the size of passenger tra�c, revenue
and pro�tability. Thus, these models will enable the airline management to
make decisions on the number of �ights carried out, transport requests, ticket
prices, etc.Time series models are mathematical prediction models that seek to
determine the dependence of a future value on a past value within the process
itself, and on the basis of this dependence make a forecast of its future value.

The main task in the construction of economic time series is the identi�cation
and statistical evaluation of the main trend of development of the studied process
and deviations from it. The most common methods for analyzing time series are
spectral, regression and correlation analysis, moving average and autoregressive
models.

In this paper, methods of mathematical statistics, namely, methods of
regression and variance analysis, construct and verify the quality of additive
and multiplicative models of the time series predicting the volumes of air
transportation in Kazakhstan.

There are data on the passengers of the company "AirAstana"for 2016-2017
(table 1) [1]-[2].

Table 1.

months 1 2 3 4 5 6 7 8

Number of passengers 405 351 422 402 462 578 669 730

months 9 10 11 12 13 14 15 16

Number of passengers 460 500 480 470 441 373 445 426

months 9 10 11 12 13 14 15 16

Number of passengers 451 531 646 680 530 510 460 490

It is necessary, with the use of these statistics, to construct additive and
multiplicative time-series models.
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The additive model

We proceed to construct an additive model that has the form [3]-[6]

Y = T + S + E. (1)

Here, each level of the time series represents the sum of the trend (T ), seasonal
(S), and random (E) components.

1. We align the initial levels of the series using the moving average method.
For these purposes:
1.1. De�ne the moving averages. The values found so aligned now do not contain
the seasonal component.
1.2. De�ne the average of two successive moving averages - the centered moving
averages, and then bring these values into line with the actual time points. The
period of the seasonal period will be determined in 6 months, averaging will be
performed for four months.

2. Using the di�erence between the actual levels of the series and the centered
moving averages, we determine the estimates of the seasonal component and then
apply these estimates in calculating the values of the seasonal component S. To
this end, we calculate the average for each season of the seasonal component
assessment Si (Table 2). It is assumed that in models with a seasonal component,
seasonal e�ects for the period are generally intertwined. This is expressed in the
fact that in the additive model the sum of the values of the seasonal component
over all periods is zero.

Table 2. Seasonal component data

Indicators 1 2 3 4 5 6
1 - - -14,67 -78,67 -81,83 27,83
2 102,5 160,5 -91,5 -13,5 26 18,5
3 1,833 -61,33 0,5 -52,67 -78,83 -13
4 88 120,5 -22,67 - - -
Total for the period 192,33 219,67 -128,33 -144,83 -134,67 33,33
The average estimate
of the seasonal component 64,11 73,22 -32,08 -48,28 -44,89 11,11
Adjusted seasonal
component Si 60,25 69,36 -35,95 -52,14 -48,76 7,25

As a result, in this model we get:
64,111+73,222-32,083-48,278-44,889+11,111=23,194 The correction factor was:
k = 23, 194/6 = 3, 866. Determine the corrected values for the seasonal
component Si and also input the data into the table.

3. Further exclude the impact of seasonal component by subtracting its value
of each level of the original time series. Let us �nd the quantities T +S = Y −E.
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These values are determined at each point in time and include a trend and a
random component.

4. We calculate the component T of this model, for which it is necessary to
perform analytical alignment of the series (T + E) using the linear trend. We
obtain the following results of analytical equalization:

T = 442, 55 + 4, 303t. (2)

5. We �nd the values of the levels of the series obtained from the additive
model. To do this, we add to the levels T the values of the seasonal component for
the respective quarters. The average error of approximation was A = 13, 799% .
Because less 20%, and thus the model is considered matched with good accuracy.
Coe�cient of determination R2 = 0, 69. Consequently, it can be said that the
additive model accounts for 69% of the total variation in the levels of the time
series. FH = 6, 05, which indicates the statistical signi�cance of the equation.

6. Now let's make a prediction from the obtained model. The predicted
value Yt of the time series level in the additive model is the sum of the trend
and seasonal components. Let's use the trend equation to determine the trend
component: T = 442, 55 + 4, 303t.

The forecast for the �rst period is:
T25 = 442, 55+4, 303∗25 = 550, 117. The value of the seasonal component for the
same period is: S1 = 60, 245. Thus, Y25 = T25+S1 = 550, 117+60, 245 = 610, 362.
This value will allow "AirAstana"Airlines to plan the number of passengers
using their services for January 2018. Now forecast for the second period: T26 =
442, 55 + 4, 303 ∗ 26 = 554, 419. The value of the seasonal component for the
same period is: S2 = 69, 36. Thus, Y26 = T26 +S2 = 550, 117 + 69, 36 = 619, 477.
This value will allow AirAstana Airlines to plan the number of passengers using
their services as of February 2018.

The multiplicative model

We now proceed to construct a multiplicative model, which has the form [3]-[6]

Y = T ∗ S ∗ E (3)

According to this model, each level of the time series is represented as a product
of trend (T ), seasonal (S), and random (E) components.

1. Using the moving average method, we perform alignment of the initial
levels of the series for what:
1.1. De�ne the moving averages. From the calculated aligned values, the seasonal
component is now excluded.
1.2. In accordance with the actual time points, we give these values. For this
purpose, we determine the average of two successive moving averages, the so-
called centered moving averages.

2. Estimates of the seasonal component are de�ned as the quotient of dividing
the actual levels of the series by the centered moving averages. When calculating
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the seasonal component S, these estimates are used. For this purpose, we
determine the average for each season of seasonal component assessment Si
(Table 3). Seasonal e�ects over the period necessarily mutually extinguished.
This is expressed in the fact that in the multiplicative model the sum of the
values of the seasonal component over all quarters is equal to the number of
periods in the cycle. In our case, the number of periods of one cycle is 6.

Table 3. Seasonal component data

Indicators 1 2 3 4 5 6
1 - - - 0,88 0,9 1,06
2 1,2 1,29 0,82 0,94 0,99 1,04
3 0,99 0,85 1,01 0,92 0,89 0,99
4 1,17 1,22 0,95 - - -
Total for the period 3,36 3,36 2,79 2,74 2,79 3,08
Average seasonal
component estimate 1,12 1,12 0,93 0,91 0,93 1,031
Adjusted seasonal
component Si 1,11 1,11 0,92 0,91 0,92 1,02

For our model, we have: 1,12 + 1,119 + 0,929 + 0,913 + 0,93 + 1,028 =
6,038. Correction factor: k = 6/6, 038 = 0, 994.

Now calculate the adjusted values for the seasonal component Si and add
the data to the table.

3. Each level of the original series is divided into the corresponding values
of the seasonal component. As a result, we get the values T ∗ E = Y/S, which
contain only a trend and a random component.

4.We calculate the component T of our model. To do this, we use the linear
trend to perform an analytical alignment of the series (T + E ). The results of
analytical equalization take the form:

T = 448, 172 + 3, 916t (4)

Substituting in this equation the values t = 1, . . . , 24 , we �nd the levels T for
each moment of time.

5. Multiplying the values T by the corresponding values of the seasonal
component, we �nd the levels of the series. Coe�cient of determination R2 =
0, 71 . Thus, we can say that the multiplicative model explains 71% of the total
variation in the levels of the time series. FH = 5, 76 which indicates the statistical
signi�cance of the equation.

6. Let's make a prediction on the constructed multiplicative model. The
predicted value Ft of the time series level in the multiplicative model is calculated
as the product of the trend and seasonal components.

To determine the trend component, let's use the trend equation (4).
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Forecast for 1 period:
T25 = 448, 172 + 3, 916 ∗ 25 = 546, 073. The value of the seasonal component
for the corresponding period is: S1 = 1, 113. Thus, F25 = T25 ∗ S1 = 546, 073 ∗
1, 113 = 607, 905. This value will allow AirAstana Airlines to plan the number
of passengers using their services for January 2018.

Forecast for the 2nd period: T26 = 448, 172+3, 916∗26 = 549, 989. The value
of the seasonal component for the corresponding period is: S2 = 1, 112. Thus,
F26 = T26 ∗ S2 = 549, 989 ∗ 1, 112 = 611, 419. This value will allow AirAstana
Airlines to plan the number of passengers using their services for February 2018.

Conclusion

In the article, mathematical methods and algorithms for predicting time series
have been developed and adapted taking into account the speci�cs of the tasks
being solved in the interests of the airline "AirAstana and the creation of a
system for forecasting the volumes of air transportation in Kazakhstan on their
basis. Based on the forecast information obtained, the airline management will be
able to increase the validity, objectivity and e�ectiveness of decision-making in
business processes related to contracting and planning in forecasting the volume
of air transportation in Kazakhstan, and also to use the company's resources
most e�ciently while not a�ecting the interests of passengers.
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Abstract The modeling problem by means of the virtual Roboguide
V6.40 simulator of system of creation of movements for drawing
biocompatible coverings on implants on the basis of the handling Fanuc
LR Mate 200 id robot is considered. For scanning of implant and creation
of its spatial model the 3D SCAN 3D UNIVERSE scanner is used. For
creation of program movements of the manipulator, taking into account
rate of the movement, it is o�ered to use the Hermite cubic spline.
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Introduction

Creation of implants is rather knowledge-intensive and multi-stage process which
consists not only in production of the substitute of human organs (generally
bones), but also in development of additional technical and scienti�c solutions
for a solution of the problem of compatibility of material of implant with human
physiological system. The covering of surface of implants biocompatible material
is one of ways of the solution of this problem. Use of industrial robots for dusting
of implants biocompatible material is one of perspective decisions for which it is
necessary to develop new methods and approaches. The purpose of this article
is development of program control by the manipulator of the Fanuc LR Mate
200 id robot by means of the virtual Roboguide simulator taking into account
rate of the movement for a solution of the problem of a covering of a surface of
implants.

The object of research

The object of research are implants which are used for replacement in whole or
in part of the injured human organs. As implants are implanted in a human body
and they adjoin to other human organs, there is a problem of counteraction to
a casting-o� and contributions of survival of an implant which, at the modern
level of development, is solved by means of a covering of implants biocompatible
material [1-5].
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Method of creation of the 3D model of an implant and
creation of system of dusting

We will notice that one of e�ective ways of creation of implants is scanning
of the damaged bone of the person and creation of its 3D model. We will
use for this purpose the 3D SCAN 3D UNIVERSE scanner which restores the
corresponding sizes, in the subsequent by these sizes in the Geomagic Design X
program the implant 3D model is developed. The scan 3D UNIVERSE scanner
represents the complex solution of hardware and the software for creation of
3D documentation of any objects and processing of results of measurements,
for example for 3D - the press. The ability to integrate the scanner with the
super�ne software of Geomagic of the return engineering, allows to carry out
automatic data processing in the parametrical CAD model and to exercise
control of dimensional accuracy of preparation [6]. For creation of the program
movement of the handling Fanuc LR Mate 200 id robot, the received 3D model of
an implant is loaded into the virtual Roboguide V6.40 simulator. We will notice
that the FANUC ROBOGUIDE application is run by modeling and simulation of
movements of the handling robot, working o� of teams for concrete preparation
that, in turn, provides appreciable saving of time during creation of new settings
of the movement. To reduce time for three-dimensional modeling, models of
details can be imported from the personal computer in a CAD type of data. The
larger library of the software for simulation allows users to choose and change
details and the sizes. For carrying out an experiment of dusting the implant of
a hip joint (�g. 1) was selected.

Figure 1. Implant of a hip joint

The implant is �xed in capture of the handling robot which has to move
and rotate an implant for optimum dusting on a surface. High-quality drawing
a covering requires performance of the following conditions:

1. the plasmatron sputters metal powder with laminar plasma stream, there
are at distance about 150 mm from an object at an angle 90◦.

2. diameter of dusting has to be � 10-25 mm (we will notice that the poristy
there will be a surface, the, according to the conclusions of experts, better the
implant gets accustomed in a human body), thickness of covering 0,05...1,0
of mm.
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3. admissible losses of powder of metal when dusting have to make 10-15%.
4. used material � VT6 titanium.

Creation of system of the movement of the handling robot

For drawing up mathematical model of the movement we will use the following
assumptions. Let at a stage of planning of a trajectory of the movement some
�nal sequence of points � values of the generalized coordinates be received. We
will notice that modern racks of control of industrial robots allow to �nd and
write down these values. It is required to construct on this sequence dependence,
continuous on time, which in discrete timepoints coincides with preset values.
In other words � it is necessary to construct an interpolation polynom which
in certain known timepoints will coincide with values in knots. For a solution
of the problem of e�ective drawing a biocompatible covering it is necessary to
demand that the �rst derivative of this interpolation polynom in knots of a
grid coincided with preset values. From the technical point of view it means that
passing through the set knots and with the set rate in these knots is required. For
the solution of such task it is possible to use cubic splines � algebraic polynoms
of the third degree with constant coe�cients on each of intervals. In case of
performance of conditions of passing through the set points and with the set
rate the Hermite cubic spline by which the trajectory of the movement of the
robot is determined [7-9] is under construction. We will survey the solution of
this task in the environment of Matlab. In the environment of Matlab there are
built-in functions for creation of polynoms, including Hermite's polynom, also
functions for �nding of coe�cients of a polynom [10]. We will simulate creation
of a trajectory of the movement on the o�ered scheme. Function which �nds
pp-representation for a cubic Hermite interpolant in Matlab can look as follows:

function p=cubic(x,y,d);
n=length(x);
a=zeros(n-1,4);
for i=1:n-1
a(i,1)=2*y(i)-2*y(i+1)+d(i)+d(i+1);
a(i,2)=-3*y(i)+3*y(i+1)-2*d(i)-d(i+1);
a(i,3)=d(i);
a(i,4)=y(i);
a(i, 1) = a(i,1)

(x(i+1)−x(i))3 ;

a(i, 2) = a(i,2)
(x(i+1)−x(i))2 ;

a(i, 3) = a(i,3)
(x(i+1)−x(i))1 ;

a(i, 4) = a(i, 4);
end;
Model test data for use of this function:
x=[0 30 60 90 120 150 200 220];
y=[650 675 710 715 725 730 735 740];
d1=[10 10 10 10 10 10 10 10];
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p1=cubic(x,y,d1);
xx=0:.10:220;
yy1=ppval(p1,xx);
plot(x,y,xx,yy1);
axis([0 250 600 750]);
title('Hermitian cubic spline')
xlabel('x'); ylabel('y');
legend('spline', 'Hermitian cubic spline')

Figure 2. Hermite cubic interpolation with an obvious task of derivatives

As appears from �g. 2, when using the Hermite polynom the requirement of
smoothness of function is ful�lled, the passing condition on the set trajectory
with the set rates is respectively satis�ed though generally, the Hermite cubic
spline doesn't meet requirements of continuity of the second derivative in grid
knots. The research of in�uence of this restriction for quality of trajectories
of the movement when dusting demands additional researches. Realization of
movements on the virtual Roboguide V6.40 simulator In the virtual Roboguide
V6.40 simulator the purposes are set, the group of the purposes and on them is
under construction the program for the movement of the handling robot for the
set coordinates and rates is generated. The screenshot of work of the program
on the simulator is given in �g. 3.

Conclusion
On the example of the implant of hip joint simulation of the movement of

the robot by means of the virtual Roboguide V6.40 simulator was constructed,
for creation of an interpolation polynom with the set coordinates and rates the
Hermite spline was used. Test examples showed feasibility and e�ciency of the
o�ered approach.
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Figure 3. Generation of TR of the program in the virtual Roboguide V6.40 simulator
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Introduction and Problem

The Method of �ctitious domain is often used to solve wide spectrum of
mathematical problems. Good introduction to this method is given in the work
[1]. The method can also be used to estimate the solution's convergence rate.
Therefore, the investigation of the new applications of the �ctitious domain
method that improve the solution's convergence rate estimation is actual. In
the work [2] the another modi�cation of the method was suggested to the
Dirichlet problem for Poisson equation. In that work [2] the better estimation of
convergence was achieved in comparison to known types of the �ctitious domain
method. In the present paper, the new modi�cation is described for the �rst
time. This modi�cation is applied to the stationary non-linear model of Oldroyd
type non-Newtonian �uids.

So, we consider a stationary mathematical model on non-Newtonian liquid
in the bounded domain Ω ⊂ R3 [3]:

Re (v · ∇) v +∇P = (1− α)∆v +∇ · S + f, (1)

S +We (v · ∇)S = 2αD, (2)

divv = 0, (3)

with boundary conditions
v|G = 0, (4)

where: x = (x1, x2, x3) ∈ Ω, v = (v1(x), v2(x), v3(x)) - �uid velocity vector,
P = P (x)- pressure, S = S(x)- elastic part of stress tensor, tensor function
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D =
(
∇v + (∇v)

T
)
/2 - deformation velocities tensor,D,S - second rank tensors

with components 1
2

(
∂vi
∂xj

+
∂vj
∂xi

)
, Sij ; Re = uL

µ , We = λ1u
L - Reynolds and

Weisenberg numbers, α = 1− λ2

λ1
- numeric parameter, λ1- relaxation time, λ2-

lagging time, 0 < λ2 < λ1. u, L- characteristic velocity and model dimension,
f = (f1 (x) , f2 (x) , f3 (x)) - mass forces vector, G- boundary of domain Ω.

In the work [4] the classical type of �ctitious domain method is substantiated
for problems (1)-(4).

The following modi�cation of the method of �ctitious domain is investigated
with prolongation by leading coe�cients in the D0 ⊃ Ω:

Re (vε · ∇) vε +∇P ε = div (K (vε)∇vε) +∇ · Sε + fε, (5)

Sε +We (vε · ∇)Sε = 2αDε, (6)

divvε = 0, (7)

vε |G1
= 0, (8)

with conditions connection

[vε]|G = 0,

[
K (vε)

∂vε

∂n
− P εn+ Sε · n

]∣∣∣∣
G

= 0, [Sε]|G = 0, (9)

where: 0 < β < 1, G1 - boundary of D0, G1

⋂
G = 6 0, ε > 0, n - normal vector

to G1,

ξ (x) =

{
0, x ∈ Ω
1, x ∈;D1 = D0\Ω .

fε (x) =

{
f (x) , x ∈ Ω
0, x ∈;D1

Kε(vε) =

{
1− α, when x ∈ Ω,

1−α
ε‖∇vε‖β

L2(D1)

, 0 < β < 1, when x ∈ D1 = D0/Ω,

If β = 0 in the problem (5)-(9), then this problem becomes the variant
of traditional �ctitious domain method [4]. The �elds J (D0) and J1 (D0) -
are closures in normals L2 (D0) and W 1

2 (D0) of �nite �elds in D0 inde�nitely
di�erentiating solenoid vector-functions.

De�nition 1.1. The weak solution of problems (5)-(9) is functions vε ∈
J1 (D0) , Sε ∈ L2 (D0) satisfy to the following:

−Re ((vε · ∇)Φvε)L2(D0) + (1− α) (∇vε,∇Φ)L2(Ω) =

= − (Sε : ∇Φ)L2(D0) −
1− α

ε ‖∇vε‖βL2(D1)

(∇vε,∇Φ)L2(D1) + (fε, Φ)L2(D0) , (10)

(Sε : ϕ)L2(D0) −We ((Sε · ∇)ϕ, vε)L2(D0) = 2α (Dε : ϕ)L2(D0) (11)

∀Φ ∈ J1 (D0) , ϕ ∈W 1
2 (D0) .
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Here:∫
D0

(S : ϕ) dx =
3∑

i,j=1

∫
D0

Sij · ϕijdx - tensor accumulation L2 (D0),

(u, v)L2(D0) =
∫
D0

u · vdx - scalar vector multiplication in L2 (D0).

De�nition 1.2. The strong solution of (5)-(9) is given by functions vε (x) ,
Sε (x) , P ε (x), that have quadratic summable derivatives included in equations
(5)-(6) and that satisfy (5)-(9) almost everywhere in D0.

The existence and converge of solutions

In the following chapter the description and proof of main theorems are given.
Theorem 2.1. Lets f ∈ L 6

5
(Ω). Then there is at least one generalized

decision for the problem (5)-(9) and the following estimation for the solution
is valid:

‖vεx‖
2
L2(Ω) + ‖Sε‖2L2(D0) +

1

ε
‖vεx‖

2−β
L2(D1) ≤ C <∞.

From now on, let's use C to denote all the constants that depend only on
problem's data and di�erent constants from known inequalities [5], and not
depend on the looked for functions and the parameter ε.

Proof. Approximated solution of problem (5)-(9) will be found with vεN (x) =
N∑
j=1

αjωj , where {ωj} - basis in J1 (D0). αj can be found from:

−Re ((vεN · ∇)ωj , v
ε
N )L2(D0) + (1− α) (∇vεN ,∇ωj)L2(Ω) =

= − (SεN : ∇ωj)L2(D0) −
1−α

ε‖∇vεN‖βL2(D1)

(∇vεN ,∇ωj)L2(D1) +

+ (fε, ωj)L2(D0) ,

(12)

SεN +We (vεN · ∇)SεN = 2αDε
N , j = 1, 2, ..., N. (13)

To proof the existence of solutions lets regularize problem (12)-(13):

−Re ((vν,εN · ∇)ωj , v
ν,ε
N )L2(D0) + (1− α) (∇vν,εN ,∇ωj)L2(Ω) =

= − (Sν,εN : ∇ωj)L2(D0) −
1−α

ε‖∇vν,εN ‖βL2(D1)

(∇vν,εN ,∇ωj)L2(D1) +

+ (fε, ωj)L2(D0) ,

(14)

Sν,εN +We (vν,εN · ∇)Sν,εN = 2αDν,ε
N + ν∆Sν,εN ,

with boundary conditions
∂Sν,εN
∂n

∣∣∣∣
G1

= 0. (15)
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Working also as in [3], we can �nd the estimate for the problem (14)-(15):

‖∇vν,εN ‖
2

L2(Ω) + ‖Sν,εN ‖
2

L2(D0) + ν ‖∇Sν,εN ‖
2

L2(D0) + 1
ε ‖v

ν,ε
N ‖

2−β
J1(D1) ≤

≤ C ‖f‖2L 6
5

(Ω).
(16)

Following the path taken in [3] and using estimate (16) and Brower lemma,
the existence theorem for regularized problem (14)-(15) can be proven.

The constant C in (16) does not depend on ε, ν. Therefore, the subsequences
can be derived from sequences {vν,εN } , {S

ν,ε
N } that satisfy ν → 0 and have

following properties:

vν,εN → vεN weak in J1 (D0), vν,εN → vεN strong in L4 (D0),
SνN → SεN weak in L2 (D0),

√
νSνN → 0 weak in W 1

2 (D0).

In (14) let's multiply second equation by φ ∈ W 1
2 (D0) and integrate it in D0

using the chosen sequences limit, resulting in:

−Re ((vεN · ∇)ωj , v
ε
N )L2(D0) + (1− α) (∇vεN ,∇ωj)L2(Ω) =

= − (SεN : ∇ωj)L2(D0) −
1−α

ε‖∇vεN‖βL2(D1)

(∇vεN ,∇ωj)L2(D1) + (fε, ωj)L2(D0) ,

(SεN : ϕ)L2(D0) −We ((SεN · ∇)ϕ, vεN )L2(D0) = 2α (Dε
N : ϕ)L2(D0) .

From here we have (12)-(13). After we multiply (12),(13) by ξj , SεN respectively,
then integrate in D0:

(1− α) ‖∇vεN‖
2
L2(Ω) + 1

ε ‖∇v
ε
N‖

2−β
L2(D1) = − (SεN : ∇vεN )L2(D0) + (fε, vεN )L2(D0) ,

‖SεN‖
2

= 2α (Dε
N : SεN )L2(D0) .

Using the SεN : ∇vεN = SεN : Dε
N , the following estimate can easily be found:

‖∇vεN‖
2
L2(Ω) + ‖SεN‖

2
L2(D0) +

1

ε
‖vεN‖

2−β
J1(D1) ≤ C. (17)

In estimate (17) constant C does not depend onN, ε. Therefore, the subsequences
with following properties can be de�ned from sequences {vεN} , {SεN}:

vεN → vε weak in J1 (D0), vεN → vε strong in L4 (D0),
SεN → Sε weak in L2 (D0),

when N →∞, speci�cally for vε, Sε the following estimate can take place:

‖∇vε‖2L2(Ω) + ‖Sε‖2L2(D0) +
1

ε
‖∇vε‖2−βL2(D1) ≤ C. (18)

Thus, theorem 2.1 is proved.
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Theorem 2.2. Assume all conditions of the theorem 2.1 are carried out.
Then when ε → 0 the solution of the problem (5)-(9) converges to the solution
of the problem (1)-(4).

Similar to theorem 2.1, this theorem can be proved on basis of estimates (18).
Let's �nd estimate of convergence rate of strong solution of the problem (5)-

(9) to the strong solution of problem (1)-(4). Assume that the next condition is
carried out.

Condition 2.1. Let's suppose there are strong solution of problem (5)-(9)
and the problem (1)-(4) with estimate:

∃C1, ∞ > C1 > 0 : ‖v‖L3(Ω) + ‖∇S‖L3(Ω) ≤ C1, (19)

numbers Re and We satisfy the following inequality

3
√

6

α
(C1 We)

2 − 2
6
√

48 C1Re < 1− α. (20)

Theorem 2.3. If all conditions of Theorem 2.1 and Condition 2.1 are
satis�ed than the following estimate is true:

‖vε − v‖2W 1
2 (Ω) + ‖Sε − S‖2L2(Ω) ≤ Cε

1
1−β , 0 < β < 1. (21)

Proof. Scalar multiply (1) by ψ ∈ J1 (D0) in L2 (Ω):

−Re
∫
Ω

((v · ∇)ψv) dx+ (1− α)

∫
Ω

∇v · ∇ψdx− (1− α)

∫
G

∂v

∂n
ψdG+

+

∫
Ω

S : ∇ψdx−
∫
G

S · n · ψdG+

∫
G

P · n · ψdG−
∫
Ω

fψdx = 0. (22)

Scalar multiply (5) by ψ in L2 (D0):

−Re
∫
D0

((vε · ∇)ψvε) dx+ (1− α)

∫
Ω

∇vε · ∇ψdx+

∫
D0

Sε : ∇ψdx−

−
∫
D0

fεψdx+
1− α

ε ‖∇vε‖βL2(D1)

∫
D1

∇vε∇ψdx = 0. (23)

Continue v (x) and S (x) outside Ω using 0. De�ne ω = vε−v, θ = Sε−S, ψ =
ω and consider di�erences (23) and (22):

−Re
∫
D0

((ω · ∇)ωvε) dx+ (1− α)

∫
Ω

∇ω · ∇ωdx+

∫
D0

θ · ∇ωdx−

−
∫
G

P ·n ·ω dG+ (1− α)

∫
G

∂v

∂n
ωdG+

∫
G

S ·n ·ωdG+
1

ε
‖∇ω‖2−βL2(D1) = 0. (24)



The modi�cation of �ctitious domain method for the model of �uid 115

Scalar multiply (6) by φ in L2 (D0):∫
D0

Sε : φdx−We

∫
D0

(vε · ∇)φ · Sεdx = 2α

∫
D0

Dε : φdx, (25)

Scalar multiply (2) byφ in L2 (Ω):∫
Ω

S · φdx−We

∫
Ω

(v · ∇)φ · Sdx = 2α

∫
Ω

D · φdx, (26)

Let's φ = θ, then from (25) and (26) derive:

‖θ‖2 −We

∫
D0

(ω · ∇) θ · Sdx = 2α

∫
D0

(Dε −D) · θdx. (27)

Divide (27) by 2α and add with (24):

(1− α) ‖∇ω‖2L2(Ω) +
1

2α
‖θ‖2L2(D0) +

1

ε
‖∇ω‖2−βL2(D1) −

We

2α

∫
D0

(ω · ∇) θ · Sdx =

= Re

∫
D0

((ω · ∇)ωvε) dx+(1− α)

∫
G

∂v

∂n
ωdG+

∫
G

S ·n·ωdG−
∫
G

P ·n·ωdG. (28)

Let`s estimate integrals in (28) by using Gelder inequalities embedding theorem
of Jung and (19):

We

2α

∫
D0

(ω · ∇) θ · Sdx = −We

2α

∫
D0

(ω · ∇)S · θdx ≤ We

2α
‖∇S‖L3

‖θ‖L2
‖ω‖L6

≤

≤ We

2α
C1 ‖θ‖L2

6
√

48 ‖ωx‖L2
≤ 1

4α
‖θ‖2 + α

(
We

2α
C1

)2
3
√

48 ‖ωx‖2 ,

Re

∫
D0

((ω · ∇)ωvε) dx = Re

∫
D0

(ω · ∇)ωv dx ≤ Re ‖v‖L3
‖ωx‖L2

‖ω‖L6
≤

≤ C1Re
6
√

48 ‖ωx‖2 ,∫
G

(
(1− α)

∂v

∂n
+ Sn− Pn

)
ωdG ≤

(∥∥∥∥ ∂v∂n
∥∥∥∥
L2(G)

+ ‖S‖L2(G) + ‖P‖L2(G)

)
×

×‖ω‖L2(G) ≤ C ‖ω‖L2(G) ≤ C ‖∇ω‖L2(D1) = Cε
−1
2−β ‖∇ω‖L2(D1) ε

1
2−β ≤

≤ δε−1 ‖ωx‖2−βL2(D1) +
C

δ
ε

1
1−β ,

where Jung inequalities are used with p = 2− β and q = 2−β
1−β .
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As a result we receive from (28) when δ = 1−α
2 :(

1−α
2 − α

(
We
2α C1

)2 3
√

48− C1Re
6
√

48
)
‖ωx‖2L2(Ω) + 1

2α ‖θ‖
2
L2(D0) +

+ 1−α
2ε ‖ωx‖

2−β
L2(D1) ≤ Cε

1
1−β

(29)

Thus the next estimation follows from (29) by using (20):

‖ωx‖2L2(Ω) +
1

ε
‖ωx‖2−βL2(D1) + ‖θ‖2L2(D0) ≤ Cε

1
1−β → Cε∞, when β → 1.

Another words, we receive the estimation of convergence rate of (21). Thus
the theorem 2.3 is proved.
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Abstract At the modern stage of development the majority part of the
information is stored in �les of di�erent types. Use �les to store is very
convenient for users and the distance learning system have to provide
capability for the storing and the transfer of the �les. By working with
the binary data needs to decide of some questions: where storing �les and
how exclude duplication �les. In the distance learning system of EKSTU
the binary data is stored in the database by using FileStream technology,
and for excluding dublication �les used to cryptographic hash-function
of algorithm SHA-1.

Keywords: distance learning, binary data, education portal, hash-
function, SHA-1

Introduction

At the present stage of development, most of the information is stored in
electronic format in the form of �les having a di�erent data storage format.
Most of these �les have a binary storage format, i.e. The data is represented as
a sequence of bytes. Work with such �les is carried out by the corresponding
program or software package. For example, the most common format for storing
text documents is the Microsoft Word format, whose �les have such extensions as
".doc ".docx"and a number of others. The use of �les to store various information
is very convenient for users, as it allows them to store and exchange information.

Since there is a large amount of information resources in the form of �les, the
distance learning system should provide the ability to store and transfer data
stored in �les for its users.

Issues related to storing binary data

When organizing the storage of binary data in the distance learning system, a
number of issues arise that need to be addressed.

The �rst of such questions is the question of where to store �les. Possible
solutions to this issue can be:
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1. Files can be stored directly in the database if the appropriate database
management system supports this storage. With this method of storage,
�les will be stored centrally, which simpli�es access to them. It also has the
advantage that database management systems have a backup system that
allows you to transfer �les together with the database. However, there are
a number of problems. First, if the number of �les is large, this will lead to
a dramatic increase in the size of the database. Secondly, to write and read
�les, you need a permanent connection to the database when performing
these operations, which can lead to performance degradation.

2. Files can be stored in the �le system. In a database with this type of storage,
you only need to store only the location of the corresponding �les in the �le
system. With this method of storage, the interaction time with the database
will be drastically reduced, and the �le system of the operating system
will be used to work with �les, which dramatically increases the system's
performance. The main drawback of this system is that the data is stored
in di�erent systems, which complicates the maintenance of data integrity.
The procedure of reservation and data transfer is also complicated. In this
case, two separate backup procedures have to be done - separately for the
database, separately for the �le storage.

3. Hybrid storage option. With this storage option, some �les can be stored in
the database, and some in the �le system. When applying such a storage
scheme, as a rule, the following approach is used: small �les will be stored
in the database, large �les are stored in the �le system. This approach
eliminates a number of drawbacks, which are available in the �rst two options
- reducing the time of connection to the database, because the �les are small,
and when working with large �les, the resources of the �le system are used,
which speeds up the work with these �les.

The second important issue in storing binary data is the question of
eliminating their duplication. This problem occurs because the same binary �le
may be required in di�erent places. The optimal solution in this case is the
option that the �le is placed once, and then references are made to it. However,
the implementation of this solution has a number of problems associated with
the fact that, �rstly, users do not always remember which �les they previously
downloaded and downloaded the same �le several times, and, secondly, users can
download �les that are were downloaded by other users and did not know about
them.

To solve this problem, you must have a mechanism for checking the presence
of the downloaded �le in the repository. To do this, you need to implement the
procedure for verifying the existence of an identical �le in the repository. If the
�le already exists in the repository, the new �le is not added to the repository,
and the user is returned a pointer to the already existing �le. Otherwise, the �le
is added to the vault and the user returns a pointer to the downloaded �le.

When implementing the procedure for verifying the presence of an identical
�le in the store, a problem arises due to the number and size of the available �les
in the repository. This is due to the fact that you need to go through the entire



Organization of work with binary data... 119

list of �les and reconcile the contents of the downloaded �le with the existing
�les in the repository. If you have a large number of �les, this process can take
a long time.

One of the e�ective mechanisms for optimizing �le search is the use of
cryptographic hash functions. A feature of these hash functions is that when
they input byte length data of arbitrary length, they return a byte value of a
�xed length. The organization of the search system when using cryptographic
hash functions can have the following sequence:

1. The user downloads the �le to the system
2. The content of the received �le is fed to the input of the hash function
3. The received hash value searches the database for available �les
4. If the hash value is present in the database, then the pointer to the existing

�le is returned, otherwise the �le is added to the repository, and the hash of
the new �le is added to the database.

Hash values that return cryptographic hash functions are small. If these
values are stored in a table in the database, then this will create an index on
the �eld where this value is stored, which will dramatically increase the speed
of searching for �les.

The system of distance learning on the educational portal
of the D.Serikbayev EKSTU

The EKSTU educational portal has a distance learning system. This system
is part of the software package of the educational portal SPortal / Dales. At
the software level, this system is implemented as a web-application based on
Microsoft ASP.NET technology version 4.0. This web-application is working
within the framework of the Microsoft Internet Information Services web-service,
which is included in the Microsoft Windows 2012 operating system. As a
database for the distance learning system, the educational portal database acts.
This database is based on the database management system Microsoft SQL
Server 2012.

Access to work with this system is authorized, and the following categories
of users can access it:

1. Students
2. Teachers
3. Decanting
4. Training part

The main component of this system is the training course. The training
courses are tied to discipline and the academic group that studies this discipline.
Access to a speci�c distance course is available only to learning groups, teachers,
leading discipline and administrative sta�.

Each distance course has the following hierarchical structure:
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� Block - combines several weeks. The blocks are: boundary control #1,
boundary control #2, examination block. For each block, the �nal score is
calculated as the arithmetic mean for all estimates obtained from the tasks
included in this block
• A week is a unit that includes various resources and tasks that should
be studied by students in the given week.
∗ Resource is a kind of educational material necessary for training. The
following resources are available for the course:
· File is a �le that contains the information required to study the
course
· Link to external resource is a URL address to an external
resource on which there is any information for studying within
the course
· Text block is a textual content for explaining to students at the
course

∗ Task is a task that must be performed by trainees. For each
completed task, the trainee receives an assessment. The task can
be ordinary (the evaluation is taken into account when calculating
the �nal score for the block) and training (the estimate is not taken
into account when calculating the �nal block score). The assignment
must be carried out within the time frame indicated by the teacher.
The following types of tasks are available:
· Practical / laboratory work is a practical task that the learner
must perform. The content of the task is downloaded as a �le.
The trainee performs this task and as a response must attach the
�le with the completed task, which the teacher must evaluate.
· Forum is a discussion of the topic on the course forum. As a
result of the discussion, the teacher presents the students with
grades.
· Chat is a discussion of the topic in the course chat. As a result
of the discussion, the teacher presents the students with grades.
· Testing is the execution of a test task with the choice of
one answer from several. The task is evaluated automatically
according to the results of the students' answers. In case
of disagreement with the results, the student may appeal
the questions that were incorrectly answered. An appeal is
considered by the course instructor and, if satis�ed, the
assessment of the test will be changed.

Organization of storing binary data in the system of
distance learning

As mentioned in the previous section, Microsoft SQL Server 2012 is used as a
database management system. This database management system has a special
technology for storing �les from tables in the �le system. This technology is called
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Filestream. This technology allows you to work with �les as with conventional
binary data inside tables, as well as with regular �les. This technology is used
to organize the storage of binary data in the distance learning system on the
educational portal.

To solve the problem of �le duplication, which was described in the item
"Issues related to storing binary data,"we used a solution based on the use of
cryptographic hash functions. As a hash function, we used a hash scheme based
on the SHA-1 algorithm. This algorithm generates binary data of a �xed size of
20 bytes in the output.

Based on the description of the distance course structure given in the previous
section, the binary data that is required to be stored in the distance learning
system are:

1. Resource - File;
2. Task - Practical / laboratory work

Figure 1 shows the structure of the part of the database intended for storing
the data of the course

Figure 1. Structure of the table for storing remote distance data

Figure 1 shows the following tables:
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1. Course - a table describing the course
2. CourseBlock - a table describing the blocks and weeks
3. CourseResource - a table that describes the resources for the course
4. CourseBlockWork - a table that describes the tasks at the course
5. ResourceFiles - a table representing binary data stored using Filestream

technology.

Consider the structure of the ResourceFiles table in more detail. This table
has the following �elds:

1. FileID, which has a uniqueidenti�er type and is the key table. This �eld of
this type is mandatory for the organization of work with the technology of
Filestream.

2. HashData, which has a type of binary data of 20 bytes in size. This �eld
is intended for storing the calculated hash value for binary data by the
SHA-1 algorithm. A unique index is created for this �eld, which guarantees
duplication of binary data in the table

3. DataSize - a �eld that speci�es the size of stored binary data
4. ContentResource - a �eld for storing binary data based on the Filestream

technology.

Table ResourceFiles, as seen in the diagram in Figure 1, associated with
the tables CourseResource and CourseBlockWork on the �eld FileID. This
relationship helps determine which �les are tied to resources and practical tasks.

Working with binary data from the web application of the
distance learning system

As described above, the Filesteam technology allows you to work with binary
data not only as binary data within a database, but also as with regular �les.
For such work .Net Framework there is a special class SqlFileStream. This class
is used by us to organize work with binary data in the web application of
the distance learning system. Listing 1 shows a listing from a web application
designed to work with binary data in a database.

Listing 1 - working with binary data

public void ReadFromFileStream(string filePath,

Stream writeStream, int bufSize)

{

SqlTransaction tran = mConnection.BeginTransaction();

SqlCommand cmd_tran = mConnection.CreateCommand();

cmd_tran.Transaction = tran;

cmd_tran.CommandText =

"SELECT GET_FILESTREAM_TRANSACTION_CONTEXT()";

byte[] tran_data = (byte[])cmd_tran.ExecuteScalar();

using (SqlFileStream fs = new SqlFileStream(filePath,
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tran_data, FileAccess.Read))

{

byte[] buffer = new byte[bufSize];

using (BinaryWriter bw = new BinaryWriter(writeStream))

{

int rb = 0;

do

{

rb = fs.Read(buffer, 0, bufSize);

bw.Write(buffer, 0, rb);

} while (rb == bufSize);

bw.Close();

}

fs.Close();

}

tran.Commit();

}

public void ReadFromFileStream(string filePath,

Stream writeStream)

{

ReadFromFileStream(filePath, writeStream, 4096);

}

public Guid WriteResourceFileStream(byte[] file)

{

Guid FileID;

SHA1 hashAlg = SHA1.Create();

byte[] hash = hashAlg.ComputeHash(file);

object rq = Scalar("SELECT FileID

FROM DistanceEducation.ResourceFiles

WHERE HashData = @HashData AND

DataSize = @DataSize",

Parameter("@HashData", hash),

Parameter("@DataSize", file.Length));

if (rq == null)

{

FileID = Guid.NewGuid();

SqlTransaction tran = mConnection.BeginTransaction();

SqlCommand cmd = mConnection.CreateCommand();

cmd.Transaction = tran;

cmd.CommandText =

"SELECT GET_FILESTREAM_TRANSACTION_CONTEXT()";

byte[] tranID = (byte[])cmd.ExecuteScalar();

SqlCommand cmd_ins = mConnection.CreateCommand();

cmd_ins.Transaction = tran;



124 CITech-2018, Ust-Kamenogorsk, Kazakhstan, 2018 September 25-28

cmd_ins.CommandText =

"INSERT INTO DistanceEducation.ResourceFiles

(FileID,HashData, DataSize, ContentResource)

VALUES(@FileID, @HashData, @DataSize, 0x)";

cmd_ins.Parameters.AddWithValue("@FileID", FileID);

cmd_ins.Parameters.AddWithValue("@HashData", hash);

cmd_ins.Parameters.AddWithValue("@DataSize",

file.Length);

cmd_ins.ExecuteNonQuery();

SqlCommand cmd_path = mConnection.CreateCommand();

cmd_path.Transaction = tran;

cmd_path.CommandText =

"SELECT ContentResource.PathName(2)

FROM DistanceEducation.ResourceFiles

WHERE FileID = @FileID";

cmd_path.Parameters.AddWithValue("@FileID", FileID);

string path = (string)cmd_path.ExecuteScalar();

SqlFileStream fs = new SqlFileStream(path, tranID,

FileAccess.Write);

fs.Write(file, 0, file.Length);

fs.Close();

tran.Commit();

}

else

{

FileID = (Guid)rq;

}

return FileID;

}

As you can see from the above listing, before starting to work with
SqlFileStream, we must start the transaction and execute the command

GET_FILESTREAM_TRANSACTION_CONTEXT

This command returns a special object that is used to work with
SqlFileStream.

In the above listing, we have two functions:

1. ReadFromFileStream - to read data
2. WriteResourceFileStream - to write data. When writing data, as seen from

the listing, we �rst compute the hash, check the presence of similar data in
the ResourceFiles table. If there is no such binary data, then we are adding
a new �le to the database.
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Conclusion

In this article, we:

1. Considered the problems that arise when storing binary data;
2. Described approaches that can be used to solve the issues of data storage

organization;
3. They described the system of distance learning, which was implemented on

the educational portal of the EKSTU
4. We examined how the scheme for storing binary data in a database is

organized and how the work with them has been implemented in the web
application of the distance learning system
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Introduction

The preparation of classes is one of the main tasks in the organization of the
educational process at the university. This problem concerns the problems of
integer programming. The complexity of the task of scheduling increases with
the number and range of possible values of variables that are used to compile
the schedule. Such problems belong to the class of NP-complete problems, the
solution of which requires a lot of time [1].

Considering the fact that the development of precise scheduling algorithms is
a rather complex task, for its solution it is most often based on the application
of heuristic methods. The application of these methods for scheduling is based
on the use of heuristics or heuristic algorithms that use intuitive assumptions
that do not have a clear mathematical justi�cation. The use of heuristic methods
for scheduling on the basis of heuristic rules makes it possible to speed up the
process of �nding the schedule closest to optimal, although it does not guarantee
obtaining an optimal timetable [2].

Settings of class scheduling

The initial variables in the composition of the schedule are the following sets:

1. A ∈ (A1, A2, . . . , An) is a set of classrooms that can be used for classes. Each
audience is characterized by a number of characteristics such as capacity,
availability of equipment required to conduct a particular class of activities,
etc.
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2. P ∈ (P1, P2, . . . , Pn) is a set of university teachers who will conduct classes
according to the schedule.

3. D ∈ (D1, D2, . . . , Dn) is a set of disciplines that will be included in the
schedule.

4. G ∈ (G1, G2, . . . , Gn) is a set of groups, which will be held classes.
5. S ∈ (S1, S2, . . . , Dn) is a set of subgroups on which the group can be divided

during the conduct of classes. Some types of classes in disciplines, such as
laboratory and practical classes, have limitations on the number of students
for whom the activity is being conducted. In the event that the number of
students exceeds this limit, the group for conducting the lesson is divided
into two or more subgroups.

6. W ∈ (W1,W2, . . . ,Wn) is a set of days of the week in which classes are held.
7. T ∈ (T1, T2, . . . , Tn) is a set of time intervals during the day in which lessons

are held.
8. K ∈ (K1,K2, . . . ,Kn) is a set of types of classes that can be conducted in

discipline (lectures, practices, laboratory, etc.)
9. F ∈ (F1, F2, . . . , Fn) is the set of academic �ows. Each academic stream will

combine the discipline, the teacher, the group, the subgroup and the type of
occupation - F = (D,P,G, S,K).

Based on the sets listed above, the goal of class scheduling is to �nd the next
set

R = (F,A,W, T ) (1)

Elements of a given set must satisfy a number of constraints. These
restrictions are divided into 2 large groups [3]:

1. "Hard"restrictions are requirements that must necessarily be met. Such
requirements include:

� Lack of overlays for the audience, i.e. in one classroom there can not be
two or more di�erent classes;

� no overlap for the group, i.e. group / subgroup can not be in di�erent
audiences at the same time

� lack of overlays for the teacher, i.e. The teacher can not simultaneously
conduct classes in di�erent classrooms

� accounting for the capacity of the audience, i.å. At the same time, there
can not be more students in the classroom than the audience capacity

� availability of equipment in the classroom, i.å. The classroom should
have the necessary equipment required for conducting the class

� other mandatory restrictions.

2. "Soft"restrictions are desires of teachers, students and other interested
persons to the schedule of classes. These requirements are recommendatory
in nature and their implementation is not mandatory.
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Genetic algorithm for scheduling

One of the most e�ective heuristic algorithms used in scheduling is the genetic
algorithm. The given algorithm has a number of advantages at drawing up of
the schedule before other heuristic algorithms [2]:

1. the algorithm works with codes representing a set of parameters that are
arguments of the objective function;

2. the algorithm operates with the whole set of possible solutions of the
problem;

3. the operation of the algorithm does not require additional information, which
greatly speeds up the search speed of the solution;

4. the algorithm uses probabilistic and deterministic rules to generate new
search points.

The basic unit with which the genetic algorithm works is the chromosome.
The chromosome is a possible solution to the problem. The chromosome consists
of genes that represent the parameters of the problem. Based on our formulation
of the task of scheduling, the chromosome will represent the value of Ri - a
possible schedule of employment, and the genes will be the constituents of Ri.
The number of genes is determined by the number of sessions for which a schedule
is needed.

The search for a solution in the genetic algorithm goes through several stages
[3].

1. Formation of the initial population. At this stage, a necessary number of
individuals with a given set of chromosomes is randomly created.

2. Crossing. At this stage, two individuals are randomly selected. Further, these
two individuals randomly exchange the corresponding genes.

3. Mutation. At this stage, the values in the genes are randomly changed to
other acceptable values.

4. Selection of individuals. At this step, we select the individuals most �t for
the next steps in the algorithm. A special function is used for selection,
which is called �tness function. In our case, this function is de�ned as the
implementation of chromosomes of "hard"and "soft"constraints based on
weighting coe�cients. The adaptability function in this case will have the
following form:

f(a) =

n∑
i=1

kihi +

m∑
j=1

kjhj (2)

where, a - the individual for which the value of the function is calculated,
hi � execution of the "hard"constraint for the schedule (takes two
values: 0 - the condition is not ful�lled, 1 - the condition is ful�lled),
sj � execution of a "soft"constraint for the schedule (takes two values:
0 - the condition is not ful�lled, 1 - the condition is ful�lled)½
ki � weighting factor for constraint.
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5. Formation of a new generation. As a result of applying the actions at the
stages of breeding, crossing and mutation, a new generation of individuals is
formed.

6. Checking the conditions for stopping the algorithm. For individuals of the
new generation, the condition for completing the search is checked. In our
case, we use the following condition to stop the search:

� all "tight"constraints are met
� the speci�ed percentage of individuals has the value of the adaptability
function above the established one.

If the search termination condition is not met, then the second stage of the
algorithm operation is performed, otherwise the transition to the �nal stage
is performed.

7. Choosing the "best"individual. At this stage, the "best"individual is selected
in the last generation based on the value of the adaptability function. This
individual will be the solution of the search problem, i.e. in our task - the
desired optimal schedule of classes.

The graphical genetic algorithm for scheduling occupations is shown in Figure
1.

Figure 1. Scheme of the genetic algorithm

Modi�cation of the algorithm to compile a partial schedule

It is often required to draw up a schedule of classes not completely, but in part.
An example of such a timetable is the timetable, which is compiled for some
disciplines not for the entire semester, but only for a part of the semester. In
this case, we can use the following scheme for scheduling classes:
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1. First, schedules of classes on disciplines are formed, which will be conducted
throughout the whole semester

2. Forming a schedule of classes that are part of the semester. In this case,
classes that are conducted for the entire semester or partially overlap with the
period being formed with the schedule are included in the genetic algorithm
as unchangeable genes. Then the algorithm should work according to the
standard scheme.

Realization of scheduling of lessons on the educational
portal of D. Serikbayev EKSTU

There is a module for scheduling classes on the academic portal of D. Serikbayev
EKSTU. With the help of this module, the dispatch service has the possibility of
scheduling classes by groups and teachers. The schedule editor is implemented
in the Delphi environment and is part of the SPortal software package. Based
on the completed schedule on a schedule in the context of groups, teachers,
departments and faculties. Also, on the basis of the schedule, reporting forms
are generated according to the occupancy of the audiences. These reporting forms
are implemented on the basis of dynamic html-pages in the system "Dales: The
Methodists which operates on the basis of the web server Microsoft Internet
Information Services.

The genetic algorithm for scheduling lessons described in the previous section
is implemented in the SPortal software package. It allows you to generate a new
training schedule, which the dispatch service can then manually adjust in the
schedule editor (Figure 2).

Conclusion

In this article we:

1. Describe the approaches to scheduling classes in universities;
2. The description of setting the task of scheduling was given;
3. Proposed a genetic algorithm for scheduling lessons based on the task.

For the algorithm, the adaptability function was de�ned, the condition
for completing the search and selecting the "best"individual based on the
weighting coe�cients of the constraints for the schedule.

4. The described algorithm was implemented in the software package SPortal
to compile an initial schedule of classes on the educational portal of D.
Serikbayev EKSTU.
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Abstract In this paper we describe a method for the numerical
construction of curvilinear structured grids in doubly connected domains
and numerical modeling of the convective �ow of a nonuniformly heated
liquid in a curvilinear coordinate system. The implicit scheme and
the method of fractional steps are used in the numerical construction
of curvilinear grids in doubly connected domains by equidistribution
methods and the method of Godunov-Thompson. An explicit scheme and
the method of fractional steps are used in the numerical implementation
of the equations of an incompressible �uid. A cyclic run is used in the
direction of the outer and inner boundaries, and a scalar run is used in
the normal direction. Calculations were carried out for di�erent cavity
con�gurations and temperature regimes at the boundary. The plots
of numerical calculations of the temperature and current function are
obtained.
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Introduction

With the rapid development of computer technology, mathematical modeling
of physical, chemical processes and mechanical systems in various branches of
science is intensively developing. In recent years, it has become increasingly
necessary to solve problems in complex regions with complex geometry and in
zones of rapid changes in the characteristics of the physical medium (density,
pressure). For modeling in complex areas, �rst of all, the physical area is to
be discretized, that is, the stage of modeling physical geometries using a set
of cells of di�erence grids. It should be noted that the use of non-uniform
grids can cause non-physical sources of mass and momentum to appear in the
calculation schemes, as well as the loss of important properties inherent in the
approximated di�erential equations. The model equations recorded in curvilinear
coordinates have a more complex form than the original equations, in particular,
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they contain variable coe�cients, additional terms, nonzero right-hand sides,
and so on. Therefore, the question of approximation of equations on curvilinear
grids is urgent and requires close attention. In addition, the diverse requirements
imposed on di�erence grids make the construction of curvilinear grids a complex
mathematical problem. In this regard, the development of theoretical concepts
and methodological approaches to the use of advanced information technologies
in hydrodynamic studies that take into account the speci�c features of the
subject area, the development, adaptation of tools and approbation of them
in the process of modeling of natural and technogenic objects of signi�cant
economic importance are very relevant.

Modern research in the �eld of computational and applied mathematics is
aimed at the creation of automated computer programs for the construction
of curvilinear adaptive structural and nonstructural di�erence grids, as well
as the modernization of numerical algorithms for solving applied problems. A
fundamental study on the justi�cation, numerical realization of the construction
of curvilinear adaptive grids, the problem of hydrodynamics, and also some
experimental results were published in the works of N.T. Danaeva, Yu.I. Shokin,
G.S. Khakimzyanova, N.M. Temirbekova, V.D. Liseikina, J.F. Thompson, Z.U.A.
Warsi, C.W. Mastin, etc. In this paper we consider the problem of constructing
curvilinear grids on an arbitrary curvilinear boundary and inside a domain by a
di�erential method. In these methods, di�erential equations of partial derivatives
of various types are used, but di�erential methods for constructing grids based on
solving equations of elliptic type are most widely used. A mathematical problem
is also considered with respect to the vorticity variables ω, the stream function
ψ and the temperature θ describing the convective �ow of a nonuniformly
heated viscous �uid in an arbitrary doubly-connected domain with a curvilinear
boundary ∂D = Γ0 ∪ Γ1 (Fig.1).

Figure 1. A doubly connected physical domain
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Formulation of the Problem

Methods for constructing curvilinear grids are considered. Di�erential methods
for constructing curvilinear grids are used in this paper, since the physical
domain under consideration is complex and has curvilinear boundaries. In these
methods, partial di�erential equations of various types are used, but di�erential
methods for constructing grids based on solving equations of elliptic type are
most widely used. The mapping of the physical region in the coordinate system
(x, y) to the computational domain in the coordinate system (ξ, η) is performed
by the method of cutting the region [1] (Fig. 2). The curve of the outer boundary
1 is mapped onto the line η = 0, 0 ≤ ξ ≤ 1, and the inner boundary 3 is mapped
onto the line η = 1, 0 ≤ ξ ≤ 1. The cut along the cutting line is made twice,
the boundary 2 is mapped onto the line ξ = 1, 0 ≤ η ≤ 1, and the cut line 4 is
mapped onto the line ξ = 0, 0 ≤ η ≤ 1.

Figure 2. The mapping of a doubly-connected curvilinear domain Q to a calculated
rectangle Q *

Computational Algorithm

The construction of a grid in a two-dimensional domain begins with the
construction of a grid on its boundary. Since the boundary of the domain is
not monotonous, we describe the boundary with the use of equations in a given
parametric form:

x = f1(p), y = f2(p), 0 ≤ p ≤ l, (1)

where l is the length of the boundary. The one-dimensional equidistribution
method is used to construct a grid on the boundaries, i.e. a di�erential equation
of the following form [1]:
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∂

∂ξ
(ϑ(p)

∂p

∂ξ
) = 0, ξ ∈ (0, 1) (2)

p(0)=0, p(1)=l, where ϑ(p) =

√(
∂f1(p)
∂p

)2

+
(
∂f2(p)
∂p

)2

> 0, p ∈ [0, l]

The coordinates of the grid nodes at the boundaries are calculated by formula
(1) using the values of found p. The equations of the equidistribution method are
used to construct two-dimensional grids with the assumption of orthogonality of
the required coordinate system [1]:

∂

∂ξ

g22
∂
−→
x

∂ξ

+
∂

∂η

g11
∂
−→
x

∂η

 = 0 (3)

where
−→
x = (x, y) is physical coordinates, g11 = x2

ξ + y2
ξ , g22 = x2

η + y2
η are the

components of the metric tensor.
The problem (1)-(3) for the construction of a grid on the boundary of the

domain is solved by a �nite di�erence method. The �nite di�erence scheme (2)
has the following form:

1

h1

(
ϑi+ 1

2

pi+1 − pi
h1

+ ϑi− 1
2

pi − pi−1

h1

)
= 0; p1 = 0, pn1 = l; j = 2, ..., n1− 1 (4)

where ϑi+ 1
2

=

√(
f1(pi+1)−f1(pi)

pi+1−pi

)2

+
(
f2(pi+1)−f2(pi)

pi+1−pi

)2

If the boundary of the region is given as a set of points Ak(xk, yk), (k =
1, ...,M), (xk, yk) ∈ Γl(l = 1, 2), then the length is de�ned as follows:

l1 = 0; lk =

k∑
i=2

√
(xi − xi−1)2 + (yi − yi−1)2; k = 2, ...,M.

The parametric equation for determining the nodes coordinates on the
boundary for linear interpolation and (pi ∈ [lk, lk + 1] has the following form:

f1(pi) = xk +
xk+1 − xk
lk+1 − lk

(pi − lk), f2(pi) = yk +
yk+1 − yk
lk+1 − lk

(pi − lk). (5)

The resulting �nite di�erence problem (4) is solved by an iterative method
of successive approximations. A uniform grid on the interval [0, l] is chosen as
an initial approximation p0

i . Let the grid p
n
i be built on the n-th iteration. Let

us de�ne

ϑn+ 1
2

=

√(
f1(pni+1)− f1(pni )

pni+1 − pni

)2

+

(
f2(pni+1)− f2(pni )

pni+1 − pni

)2
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on this grid. The following successive approximation is found using them. For
this, the following linear problem is solved

1

h1

(
ϑni+ 1

2

pn+1
i+1 − p

n+1
i

h1
+ ϑni− 1

2

pn+1
i − pn+1

i−1

h1

)
= 0; (6)

where pn+1
n = 0, pn+1

n1
= l; i = 2, ..., n1 − 1.

The iterative process continues to the speci�ed accuracy, that is, until the
following condition is ful�lled:

max
l≤i≤n1

|pn+1
i − pni | ≤ ε.

The coordinates of the nodes on the boundary of the physical region are
calculated using (5) based on the results of the last iteration approximation.
Figures 3 show the results of the solution to the di�erence problem (6) and (5),
where 20, 50 and 100 grid nodes are uniformly distributed at the boundaries.

Figure 3. Uniformly distributed mesh nodes

Let us write out the di�erence problem for determining the nodes coordinates
inside the domain. The �nite di�erence scheme (3) has the following form:

Λ11

−→
x i,j + Λ22

−→
x i,j = 0; (7)
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where

Λ11

−→
x i,j =

1

h1

g22,i+ 1
2 ,j

−→
x i+1,j −

−→
x i,j

h1
− g22,i− 1

2 ,j

−→
x i,j −

−→
x i−1,j

h1

 ,

Λ22

−→
x i,j =

1

h2

g11,i,j+ 1
2

−→
x i,j+1 −

−→
x i,j

h2
− g11,i,j− 1

2

−→
x i,j −

−→
x i,j−1

h2

 .

To determine the components of the metric tensor, the central di�erences in
the integer nodes

xξ,i,j =
xi+1,j − xi−1,j

2h1
, xη,i,j =

xi,j+1 − xi,j−1

2h2

yξ,i,j =
yi+1,j − yi−1,j

2h1
, yη,i,j =

yi,j+1 − yi,j−1

2h2

g11,i,j = x2
ξ,i,j + y2

ξ,i,j , g22,i,j = x2
η,i,j + y2

η,i,j ,

and in the center of the faces the cells are determined by averaging in the
following way:

g11,i+ 1
2 ,j

=
g11,i+1,j + g11,i,j

2
, g11,i− 1

2 ,j
=
g11,i,j + g11,i−1,j

2
.

The remaining coe�cients are determined similarly. The alternating
directions method is used to �nd the numerical solution of (6). Let us consider
the algorithm of the alternating directions method:

−→
x
n+ 1

2
i,j −

−→
x ni,j

0.5τ
= Λn11

−→
x
n+ 1

2
i,j + Λn22

−→
x ni,j ; (8)

−→
x n+1
i,j −

−→
x
n+ 1

2
i,j

0.5τ
= Λn11

−→
x
n+ 1

2
i,j + Λn22

−→
x n+1
i,j . (9)

Here, n is the number of the iteration, τ is the iteration parameter. Since
the components of the metric tensor depend on the solution, the coe�cients
g11, g22 are calculated using the n-th iteration solution. Since the domain under
consideration is doubly connected and the grid nodes must coincide on the cut
line (see Fig. 2), then in the ξ direction we need to apply the cyclic sweep method
[6] with periodic conditions:

Ai+n1 = Ai, Bi+n1 = Bi, Ci+n1 = Ci, Fi+n1 = Fi, i = 1, ..., n1 − 1. (10)

If conditions (10) are satis�ed, the solution of equations (8) is also periodic
with period n1 − 1, i.e. −→

x i =
−→
x i,n1−1
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Therefore, it is su�cient to �nd a solution
−→
x i, i = 1, n1 − 1. In this case, equation

(8) with periodic conditions can be written as follows:
−A1
−→x n+ 1

2
n1−1,j + C1

−→x n+ 1
2

1,j −B1
−→x n+ 1

2
2,j = F1, i = 1

−Ai−→x
n+ 1

2
i−1,j + Ci

−→x n+ 1
2

i,j −Bi−→x
n+ 1

2
i+1,j = Fi, 2 ≤ i ≤ n1 − 1

−→x n+ 1
2

n1,j
= −→x n+ 1

2
1,j

(11)

where

Ai =
τ

2

gn
22,i− 1

2 ,j

h2
1

, Bi =
τ

2

gn
22,i+ 1

2 ,j

h2
1

, Ci = 1 +Ai +Bi, Fi =
−→
x ni,j +

τ

2
Λ22

−→
x ni,j .

To determine the running coe�cients, the following formulas are used [6]:

αi+1 =
Bi

Ci − αiAi
;βi+1 =

Fi +Aiβi
Ci − αiAi

; γi+1 =
Aiγi

Ci − αiAi
; i = 2, ..., n1 − 1

α2 =
B1

C1
;β2 =

F1

C1
; γ2 =

A1

C1
;

pi = αi+1pi+1 + βi+1; qi = αi+1qi+1 + γi+1; i = n1 − 2, ..., 1;

pn1−1 = βn1
; qn1−1 = αn1

+ γn1
;

−→
x
n+ 1

2
n1,j

=
βn1+1 + αn1+1p1

1− αn1+1q1 − γn1+1
;
−→
x
n+ 1

2
i,j = pi + qi

−→
x
n+ 1

2
n1,j

; i = 2, ..., n1 − 1.

On the cut line, the following periodic boundary conditions are taken into
account:

An1
= A1, Bn1

= B1, Cn1
= C1, Fn1

= F1.

A scalar sweep with �xed boundary values found with the help of (5) is used for
equation (9) in the direction η. Methodical calculations of the construction of
curvilinear grids are considered based on the method described above.

Since the conditions of periodicity were used in one direction, the results
are also periodic. In order to determine the most optimal grid, we used the
estimation of the grids quality according to the methods proposed in [1]. The
work [1] considers four types of estimates that are orthogonality, local uniformity,
non-extension and convexity of the constructed grid.

Each grid cell is considered and is divided diagonally into triangles. The
following value corresponds to the convexity criterion:

Q1
i,j =

min
{
S(i,j),(i+1,j),(i+1,j+1),S(i,j),(i,j+1),(i+1,j+1),
S(i,j),(i+1,j),(i,j+1),S(i+1,j),(i,j+1),(i+1,j+1)

}
0.5(S(i,j),(i+1,j),(i+1,j+1) + S(i,j),(i,j+1),(i+1,j+1))

(12)

where

S(i,j),(i+1,j),(i+1,j+1) =
1

2

[
(xi+1,j − xi,j)(yi+1,j+1 − yi,j)−
−(xi+1,j+1 − xi,j)(yi+1,j − yi,j)

]
,
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Figure 4. Results of calculations for the construction of curvilinear grids

Figure 5. Cell division into triangles
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S(i,j),(i,j+1),(i+1,j+1) =
1

2

[
(xi+1,j+1 − xi,j)(yi,j+1 − yi,j)−
−(xi,j+1 − xi,j)(yi+1,j+1 − yi,j)

]
,

S(i,j),(i+1,j),(i+1,j) =
1

2

[
(xi+1,j − xi,j)(yi,j+1 − yi,j)−
−(xi,j+1 − xi,j)(yi+1,j − yi,j)

]
,

S(i+1,j),(i,j+1),(i+1,j+1) =
1

2

[
(xi+1,j+1 − xi+1,j)(yi,j+1 − yi+1,j)−
−(xi,j+1 − xi+1,j)(yi+1,j+1 − yi+1,j)

]
the areas of the corresponding triangles formed by the diagonals. The value Q1

i,j

can lie in the interval (−∞, 1], for a convex cell 0 < Q1
i,j ≤ 1, for degenerate in

a triangle and self-intersecting cells −∞ < Q1
i,j ≤ 0. To determine the estimate

of the orthogonality criterion, use the minimum value of the sine of the angle as
follows:

Q2
i,j = min

k=(i,j),(i+1,j),(i,j+1),(i+1,j+1)
{sinϕk} , (13)

where

sinϕi,j =
2S(i,j),(i+1,j),(i,j+1)

l(i,j),(i+1,j)l(i,j)(i,j+1)
, sinϕi+1,j =

2S(i,j),(i+1,j),(i+1,j+1)

l(i,j),(i+1,j)l(i+1,j)(i+1,j+1)
,

sinϕi,j+1 =
2S(i,j),(i,j+1),(i+1,j+1)

l(i,j),(i,j+1)l(i,j+1)(i+1,j+1)
,

sinϕi+1,j+1 =
2S(i+1,j),(i,j+1),(i+1,j+1)

l(i+1,j),(i+1,j+1)l(i,j+1)(i+1,j+1)
,

and the lengths of the sides are l(i,j)(i+1,j) =
√

(xi+1,j − xi,j)2 + (yi+1,j − yi,j)2,
and so on.

Values of functions Q2
i,j can take values from a segment [−1, 1]; for convex

cells it takes positive values, for degenerate ones it vanishes, and for a nonconvex
and self-intersecting cell is takes negative values. The next criterion of grid
quality is the elongation of the cell, which is de�ned as follows:

Q3
i,j =

=
mink=[(i,j),(i+1,j)],[(i+1,j),(i+1,j+1)],[(i+1,j+1),(i,j+1)],[(i,j+1),(i,j)] {lk}
maxk=[(i,j),(i+1,j)],[(i+1,j),(i+1,j+1)],[(i+1,j+1),(i,j+1)],[(i,j+1),(i,j)] {lk}

. (14)

Values of Q3
i,j vary in the interval [0, 1]. One of the main requirements is local

uniformity, i.e. all cells in the area should be uniformly distributed. Adaptive
grids are considered in [1], therefore they use a control function. The criterion
of local uniformity without the control function is de�ned as follows:

Q4
i,j = min

{
Si+1/2,j+1/2

S̃
,

S̃

Si+1/2,j+1/2

}
, (15)
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where Si+1/2,j+1/2 is the area of the cell surrounded by nodes

(i, j), (i+ 1, j), (i+ 1, j + 1), (i, j + 1)

and is the average area of one cell. The values of

S̃ =

∑n1−1
i=1

∑n2−1
j=1 Si+1/2,j+1/2

(n1 − 1)(n2 − 1)

vary in the interval [0.1]. In order to determine the best variant of the grid, the
criteria for the quality of the grid were determined at each iteration according
to the methods described above. Based on the de�ned criteria for the quality of
the grid at each iteration, the worst (minimum estimate) was determined, and
the best ones were chosen from the worst ones. Thus, the most optimal grid was
de�ned by convexity, since convexity and orthogonality are related criteria.

Figure 6. Graphical representation of the convexity criterion in space

Figure 7. Graphical representation of the convexity criterion in the plane

It can be seen from Figures 8 and 9 that all grid cells are convex, since
the values of the estimates are in intervals 0 < Q1

i,j ≤ 1. Thus, we have the
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most suitable and mutually orthogonal curvilinear grid in a doubly-connected
domain. To simulate a convective �ow, the equation of an incompressible
�uid is used in the vorticity ω, stream function ψ, and temperature θ
variables with corresponding initial and boundary conditions [5] in curvilinear
coordinate systems. A mathematical problem describing the convective �ow of
a nonuniformly heated viscous �uid in an arbitrary doubly-connected domain D
with a curvilinear boundary ∂D = Γ0 ∪ Γ1 is considered (Fig. 1). This problem
in Cartesian coordinate system, in a �xed bounded two-dimensional domain can
be formulated as follows:

∂ω

∂t
+ u

∂ω

∂x
+ ν

∂ω

∂y
= µu

∂

∂x
(
∂ω

∂x
) + µu

∂

∂y
(
∂ω

∂y
) + β

∂θ

∂x
, (16)

∂2ψ

∂x2
+
∂2ψ

∂y2
= −ω, (17)

∂θ

∂t
+ u

∂θ

∂x
+ ν

∂θ

∂y
= µθ

∂

∂x
(
∂θ

∂x
) + µθ

∂

∂y
(
∂θ

∂y
), (18)

with the following initial and boundary conditions:

ω = 0, θ = ϕ(x, y), (x, y) ∈ D, t = 0,

ψ = 0, ∂ψ∂n = 0, θ = φ1(x, y, t), (x, y) ∈ Γ0, t ∈ (0, T ],

ψ = λ(t), ∂ψ∂n = 0, θ = φ2(x, y, t), (x, y) ∈ Γ1, t ∈ (0, T ],

(19)

where x, y are the Cartesian coordinates, t is time, u = ∂ψ
∂y , ν = −∂ψ∂x are

the components of the velocity vector, µu, µθ are the coe�cients of kinematic
viscosity and thermal di�usivity, β is the coe�cient of thermal density variation,
Γ0, Γ1 are the disjoint contours, x is the direction of the outer normal to
the boundary ∂D, φi is the speci�ed functions. An analogous problem was
considered in [4] on a closed rectangular cavity D with a boundary Γ0 containing
a rectangular body with a boundary Γ1 on a uniform rectangular grid taking
into account the uniqueness of the pressure condition. The use of a Cartesian
coordinate system in �nite di�erence methods is complicated in a doubly-
connected domain with a curvilinear boundary, as in Fig. 1, because of the
description of the computational grid at the boundaries and the necessary
interpolation procedures for obtaining boundary conditions. The problem (16)-
(19) in the curvilinear coordinate system after mapping the physical plane (x, y)
to the computational plane (ξ, η) is as follows:

∂ω
∂t + a1

∂ω
∂ξ + a2

∂ω
∂η = Jµu

∂
∂ξ

(
a11

∂ω
∂ξ

)
+ Jµu

∂
∂η

(
a22

∂ω
∂η

)
−

−Jµu ∂
∂ξ

(
a12

∂ω
∂η

)
− Jµu ∂

∂η

(
a12

∂ω
∂ξ

)
+ Jβ

[
yη

∂θ
∂ξ − yξ

∂θ
∂η

] (20)

∂
∂ξ

(
a11

∂ψ
∂ξ

)
− ∂

∂ξ

(
a12

∂ψ
∂η

)
−

∂
∂η

(
a12

∂ψ
∂ξ

)
+ ∂

∂η

(
a22

∂ψ
∂η

)
= −ωJ

(21)
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∂θ
∂t + a1

∂θ
∂ξ + a2

∂θ
∂η = Jµθ

∂
∂ξ

(
a11

∂θ
∂ξ

)
+ Jµθ

∂
∂η

(
a22

∂θ
∂η

)
−

−Jµθ ∂∂ξ
(
a12

∂θ
∂η

)
− Jµθ ∂∂η

(
a12

∂θ
∂ξ

) (22)

where
a1 = uJyη − νJxη, a2 = −uJyξ + νJxξ, a11 = J(y2

η + x2
η),

a12 = J(yξyη + xξxη, a22 = J(y2
ξ + x2

ξ),

J = 1
xξyη−xηyxi is the Jacobian of transformation.

The use of transformation into a curvilinear coordinate system allows us
to consider the problem (20)-(22) on a uniform rectangular grid and obtain
qualitative pictures of simulated processes at moderate amounts of grid nodes.
A metric conversion factors can be calculated analytically or numerically,
depending on the de�nition or speci�cation of the curvilinear boundary. An
explicit scheme and an iterative method of successive upper relaxation is used to
solve the problem numerically. The di�erential problem is replaced by a di�erence
analogue of the following form:

ωn+1
i,j −ω

n
i,j

τ + Λ1,hω
n
i,j + Λ2,hω

n
i,j = µu,i,jΛ11,hω

n
i,j+

µu,i,jΛ22,hω
n
i,j − µu,i,jΛ12,hω

n
i,j − µu,i,jΛ21,hω

n
i,j + βi,jΦhΘ

n
i,j

(23)

Λ11,hψ
n+1
i,j + Λ11,hψ

n+1
i,j − Λ12,hψ

n+1
i,j − Λ21,hψ

n+1
i,j =

ωn+1
i,j

Ji,j
(24)

un+1
i,j = Ji,j

[
−xη,i,j

ψn+1
i+1,j − ψ

n+1
i−1,j

2h1
+ xξ,i,j

ψn+1
i,j+1 − ψ

n+1
i,j−1

2h2

]
(25)

νn+1
i,j = Ji,j

[
−yη,i,j

ψn+1
i+1,j − ψ

n+1
i−1,j

2h1
+ yξ,i,j

ψn+1
i,j+1 − ψ

n+1
i,j−1

2h2

]
(26)

θn+1
i,j −θ

n
i,j

τ + Λ1,hθ
n
i,j + Λ2,hθ

n
i,j =

µθ,i,jΛ11,hθ
n
i,j + µθ,i,jΛ22,hθ

n
i,j − µθ,i,jΛ12,hθ

n
i,j − µθ,i,jΛ21,hθ

n
i,j

(27)

where

a1,i,j = Ji,j(yη,i,ju
n
i,j − xη,i,jνni,j), a2,i,j = Ji,j(xξ,i,jν

n
i,j − yξ,i,juni,j),

a11,i,j = Ji,j(y
2
η,i,j + x2

η,i,j), a22 = Ji,j(y
2
ξ,i,j + x2

ξ,i,j),

a12,i,j = a21,i,j = Ji,j(yξ,i,jyη,i,j + xξ,i,jxη,i,j).

The di�erence analogues of the corresponding di�erential operators have the
following form:

Λ1,hω
n
i,j =

1

2

 (a1,i+1/2,j − |a1,i+1/2,j |)
ωni+1,j−ω

n
i,j

h1
+

(a1,i−1/2,j + |a1,i−1/2,j |)
ωni,j−ωni−1,j

h1

 ,
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Λ2,hω
n
i,j =

1

2

 (a2,i,j+1/2 − |a2,i,j+1/2|)
ωni,j+1−ω

n
i,j

h2
+

(a2,i,j−1/2 + |a2,i,j−1/2|)
ωni,j−ωni,j−1

h2

 ,
Λ11,hω

n
i,j =

Ji,j
h1

(
a11,i+1/2,j

ωni+1,j − ωni,j
h1

− a11,i−1/2,j

ωni,j − ωni−1,j

h1

)
,

Λ22,hω
n
i,j =

Ji,j
h2

(
a22,i,j+1/2

ωni,j+1 − ωni,j
h2

− a22,i,j−1/2

ωni,j − ωni,j−1

h2

)
,

Λ12,hω
n
i,j =

Ji,j
2h1

(
a12,i+1,j

ωni+1,j+1 − ωni+1,j−1

2h2
− a12,i−1,j

ωni−1,j+1 − ωni−1,j−1

2h2

)
,

Λ21,hω
n
i,j =

Ji,j
2h2

(
a12,i,j+1

ωni+1,j+1 − ωni−1,j+1

2h1
− a12,i,j−1

ωni+1,j−1 − ωni−1,j−1

2h1

)
,

Φhθ
n
i,j = Ji,j

[
yη,i,j

θni+1,j − θni−1,j

2h1
− yξ,i,j

θni,j+1 − θni,j−1

2h2

]
.

The algorithm of numerical implementation is carried out in the following
way: �rst of all, ωn+1

i,j is found by (23); then ψn+1
i,j is found by (24); un+1

i,j and
νn+1
i,j are determined from (25), (26) using the found values of ψn+1

i,j ; the values
of θn+1

i,j are calculated using the new values of un+1
i,j and νn+1

i,j from (27). The
iteration process continued until the following condition is met:

max
(1≤i≤n1
1≤j≤n2

)
|ωn+1
i,j − ω

n
i,j | ≤ ε.

The use of an explicit scheme and slowly convergent iterative methods
is explained by the fact that rapidly convergent cost-e�ective methods,
using implicit schemes, require self-adjointness and positive de�niteness of
the matrix of di�erential operators. This complicates the problem in the
presence of the metric tensors coe�cients. According to the algorithm described
above, numerous methodological calculations are carried out in various doubly
connected domains. Dimensionless quantities of velocity, length, temperature,
and time were used in the calculations. In the example, the temperature was
assumed to be θ = 0 in the outer boundary, and θ = 1 in the inner boundary. A
ring was specially chosen in the �rst example, where the boundaries are described
by the equations of a circle, the grid is constructed by an algebraic method, and
the components of the metric tensor are determined analytically (Fig. 10a).
Figure 10b shows the results of calculating the temperature change. It can be
seen from the �gure that the cold liquid is based in the lower part of the region,
since it is known from the physics course that the density of the liquid is inversely
proportional to the temperature.

Since the process is not stationary, the norms of velocity and temperature also
do not tend to a stationary regime in calculations. According to this, the vortex
regimes constantly change and the cooler liquid swings in the lower part of the
calculated domain. Figure 11 shows the results of calculating the temperature
and the current function at the same time.
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Figure 8. Estimated grid and the results of numerical solution of the temperature
change

Figure 9. The results of a numerical solution of a) temperature change, b) the current
function at the same time

Figure 10. Results of the numerical solution of the temperature variation in the
curvilinear domain
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Figure 11. Results of the numerical solution of the current function in the curvilinear
domain

Figures 12 and 13 show the results of numerical calculations of the
temperature and current functions at the same time. It is seen from the �gures
that vortex motions are formed in the curves of the boundary, and a warm liquid
accumulates in the upper parts of the bend. Since the process is non-stationary,
the modes of vortices are constantly changing, and the temperature of the �uid
is constantly transferred. In conclusion, it can be seen that the construction of a
curvilinear grid for the description of convective �ow helps to obtain a qualitative
description of physical processes.

Conclusion

Thus, a method for the numerical construction of curvilinear structured grids
in doubly connected domains in studied in this paper. Numerical modeling of
the convective �ow of a nonuniformly heated liquid in a curvilinear coordinate
system is performed. The implicit scheme and the method of fractional steps
are used in the numerical construction of curvilinear grids in doubly connected
domains by equidistribution methods and the method of Godunov-Thompson.
An explicit scheme and the method of fractional steps are used in the numerical
implementation of the equations of an incompressible �uid. A cyclic run is used
in the direction of the outer and inner boundaries, and a scalar run is used in the
normal direction. Calculations were carried out for di�erent cavity con�gurations
and temperature regimes at the boundary. The plots of numerical calculations
of the temperature and current function are obtained.
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A su�cient condition for pre-compactness of set
on the global Morrey-type space
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Abstract This paper is dedicated a su�cient condition for pre-
compactness of setin the global Morrey-type space GMw

pθ. From the
proved theorem for generalized Morrey space Mw

p [3], [4], [5], local
Morrey-type spaces [6] andin the case of Lp this is well-known Frechet-
Kolmogorov theorem.

Keywords: Morrey spaces, generalized Morrey spaces, precompactness,
completely boundedness

Introduction

Let 1 ≤ p ≤ ∞, w be a measurable nonnegative function on (0,∞) that is not
equivalent to zero. A global space of Morrey type GMw(·)

pθ equivGM
w(·)
pθ (Rn) is

de�ned as the set of all functions f ∈ Llocp (Rn) with a �nite quasinorm

‖f‖
GM

w(·)
pθ

≡ sup
x∈Rn, r>0

∥∥∥w(r) ‖f‖Lp(B(x,r))

∥∥∥
Lθ(0,∞)

,

where B(x, r) is an open ball with center at the point x ∈ Rn of radius r > 0.
The space GMw(·)

pθ coincides with the generalized Morrey space for θ = ∞
[7], [8]. The generalized Morrey space Mw(·)

p coincides with the classical Morrey
spaceMλ

p for w(r) = r−λ, where 0 ≤ λ ≤ n
p , which,in turn, when λ = 0 coincides

with the space Lp(Rn), and for λ = n
p with L∞(Rn).

In accordance with [1] and [2], we denote by Ωpθ the set of all functions that
are nonnegative, measurable on (0,∞), not equivalent to 0 and such that for
some t > 0 (and hence for any t > 0)

|w(r)r
n
p |Lθ(0,t) <∞, |w(r) |Lθ(t,∞) <∞.

The space M
w(·)
p is nontrivial, that is, it consists not only of functions

equivalent to 0 on Rn if and only if w ∈ Ωpθ (see [1], [2]). Let χ(A) is the
characteristic function of the set A ⊂ Rn and cA is the complement of A.

Theorem. Let 1 ≤ p ≤ θ ≤ ∞ and w ∈ Ωpθ.Suppose that the set S ⊂
GMpθ,w(Rn) satis�es the following conditions:

sup
f∈S
‖f‖GMpθ,w

<∞, (1)
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lim
u→0

sup
f∈S
‖f(·+ u)− f(·)‖GMpθ,w

= 0 (2)

and
lim
r→∞

sup
f∈S

∥∥∥fχCB(0,r)

∥∥∥
GMpθ,w

= 0 (3)

Then S is a precompact setin GMpθ,w(Rn).
In the case of the Morrey space Mλ

p (0 < λ < n
p ), this theorem was provedin

[5]-[13], andin the case λ = 0 - is the well-known Frechet-Kolmogorov theorem
(see [14]).

To prove this theorem we need the following auxiliary assertions.
For f ∈ Lloc1 (Rn) and r > 0, we denote by

(Mrf) (x) =
1

|B(x, r)|

∫
B(x,r)

f(y)dy,

where midA mid denotes the Lebesgue measure of the set A ⊂ Rn.
Lemma 1. Let 1 ≤ p ≤ θ ≤ ∞, w ∈ Ωθ. Then the following estimate holds

for all f ∈ LMw(·)
pθ and r > 0:

‖Mrf − f‖LMpθ,w
≤ sup
u∈B(0,r)

‖f(·+ u)− f(·)‖LMpθ,w
(4)

If w ∈ Ωp,θ, then the following estimate holds for all f ∈ GMw(·)
pθ and r > 0:

‖Mrf − f‖GMpθ,w
≤ sup
u∈B(0,r)

‖f(·+ u)− f(·)‖GMpθ,w
(5)

Proof of the lemma 1. Let z ∈ Rn è ρ > 0. Then, according to Holder's
inequality

‖Mrf − f‖Lp(B(z,ρ)) =

=

 ∫
B(z,ρ)

∣∣∣∣∣∣∣
1

|B(x, r)|

∫
B(x,r)

f(y)dy − f(x)

∣∣∣∣∣∣∣
p

dx


1
p

=

 ∫
B(z,ρ)

∣∣∣∣∣∣∣
1

|B(x, r)|

∫
B(x,r)

(f(y)− f(x))dy

∣∣∣∣∣∣∣
p

dx


1
p

≤

 ∫
B(z,ρ)

 1

|B(x, r)|

∫
B(x,r)

|f(y)− f(x)|pdy

 dx


1
p

( y = x+ u)

=

 ∫
B(z,ρ)

 1

|B(0, r)|

∫
B(0,r)

|f(x+ u)− f(x)|pdu

 dx


1
p
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=

 1

|B(0, r)|

∫
B(0,r)

 ∫
B(z,ρ)

|f(x+ u)− f(x)|pdx

 du


1
p

=

 1

|B(0, r)|

∫
B(0,r)

‖f(·+ u)− f(·)‖pLp(B(z,ρ)) du


1
p

Next
‖Mrf − f‖LMpθ,w

=
∥∥∥w(ρ) ‖Mrf − f‖Lp(B(0,ρ))

∥∥∥
Lθ(0,∞)

≤

∥∥∥∥∥∥∥∥w(ρ)

 1

|B(0, r)|

∫
B(0,r)

‖f(·+ u)− f(·)‖pLp(B(0,ρ)) du


1
p

∥∥∥∥∥∥∥∥
Lθ(0,∞)

=

∥∥∥∥∥∥∥
1

|B(0, r)|

∫
B(0,r)

w(ρ)p ‖f(·+ u)− f(·)‖pLp(B(0,ρ)) du

∥∥∥∥∥∥∥
1
p

L θ
p

(0,∞)

Since θ
p ≥ 1, then applying the Minkowski inequality for integrals, we get that

‖Mrf − f‖LMpθ,w
≤

 1

|B(0, r)|

∫
B(0,r)

 ∞∫
0

w(ρ)θ ‖f(·+ u)− f(·)‖θLp(B(0,ρ)) dρ


p
θ

du


1
p

=

 1

|B(0, r)|

∫
B(0,r)

‖f(·+ u)− f(·)‖pLMpθ,w
du


1
p

≤ sup
u∈B(0,r)

‖f(·+ u)− f(·)‖LMpθ,w
(∗)

Since

(Mrf(·+ z)) (x) =
1

|B(x, r)|

∫
B(x,r)

f(y + z)dy =

=
1

|B(x+ z, r)|

∫
B(x+z,r)

f(u)du = (Mrf)(x+ z),

then for global spaces GMpθ,w we have, using (∗), that

‖Mrf − f‖GMpθ,w
= sup
z∈Rn

‖(Mrf)(·+ z)− f(·+ z)‖LMpθ,w
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= sup
z∈Rn

‖Mr(f(·+ z))− f(·+ z)‖LMpθ,w

≤ sup
z∈Rn

sup
u∈B(0,r)

‖f(·+ u+ z)− f(·+ z)‖LMpθ,w

= sup
z∈Rn

sup
u∈B(0,r)

∥∥w(ρ)‖f(·+ u+ z)− f(·+ z)‖Lp(B(0,ρ))

∥∥
Lθ(0,∞)

= sup
z∈Rn

sup
u∈B(0,r)

‖w(ρ)‖f(·+ u)− f(·)‖Lp(B(z,ρ))‖Lθ(0,∞)

= sup
u∈B(0,r)

‖f(·+ u)− f(·)‖GMpθ,w
.

Lemma 1 is proved.
Lemma 2. Let 1 ≤ p ≤ θ ≤ ∞, w ∈ Ωpθ. Then for all f ∈ GMw(·)

pθ and r > 0
the following inequality holds:

‖Mrf‖GMpθ,w
≤ ‖f‖GMpθ,w

(6)

Proof of the lemma 2. Then, according to Holder's inequality

‖Mrf‖Lp(B(z,ρ)) =

 ∫
B(z,ρ)

∣∣∣∣∣∣∣
1

|B(x, r)|

∫
B(x,r)

f(y)dy

∣∣∣∣∣∣∣
p

dx


1
p

≤

 ∫
B(z,ρ)

 1

|B(x, r)|

∫
B(x,r)

|f(y)|p dy

 dx


1
p

= (y = x+ u)

=

 ∫
B(z,ρ)

 1

|B(0, r)|

∫
B(0,r)

|f(x+ u)|p du

 dx


1
p

=

 1

|B(0, r)|

∫
B(0,r)

 ∫
B(z,ρ)

|f(x+ u)|p dx

 du


1
p

= (x+ u = v)

=

 1

|B(0, r)|

∫
B(0,r)

 ∫
B(z+u,ρ)

|f(v)|p dv

 du


1
p

=

 1

|B(0, r)|

∫
B(0,r)

‖f‖pLp(B(z+u,ρ)) du


1
p
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Since θ
p ≥ 1, then applying the Minkowski inequality for integrals, we get that

‖Mrf‖GMpθ,w
≤ sup
z∈Rn

 1

|B(0, r)|

∫
B(0,r)

 ∞∫
0

w(ρ)θ ‖f‖θLp(B(z+u,ρ)) dρ


p
θ

du


1
p

≤

 1

|B(0, r)|

∫
B(0,r)

sup
z∈Rn

 ∞∫
0

w(ρ)θ ‖f‖θLp(B(z+u,ρ)) dρ


p
θ

du


1
p

= sup
z∈Rn

∥∥∥∥∥∥∥
1

|B(0, r)|

∫
B(0,r)

(
w(ρ) ‖f‖Lp(B(z+u,ρ))

)p
du

∥∥∥∥∥∥∥
1
p

L θ
p

(0,∞)

≤ sup
z∈Rn

 1

|B(0, r)|

∫
B(0,r)

∥∥∥w(ρ) ‖f‖Lp(B(z+u,ρ))

∥∥∥p
Lθ(0,∞)

du


1
p

≤

 1

|B(0, r)|

∫
B(0,r)

(
sup
v∈Rn

∥∥∥w(ρ) ‖f‖Lp(B(v,ρ))

∥∥∥
Lθ(0,∞)

)p
dv


1
p

= ‖f‖GMpθ,w

For delta > 0, let w delta(f,G) be the modulus of continuity of the function f
on the set G ⊂ Rn:

wδ(f,G) = sup
x1,x2∈G
|x1−x2|≤δ

|f(x1)− f(x2)| .

‖Mrf‖GMpθ,w
= sup
z∈Rn

∥∥∥w(ρ) ‖Mrf‖Lp(B(z,ρ))

∥∥∥
Lθ(0,∞)

≤ sup
z∈Rn

∥∥∥∥∥∥∥∥w(ρ)

 1

|B(0, r)|

∫
B(0,r)

‖f‖pLp(B(z+u,ρ)) du


1
p

∥∥∥∥∥∥∥∥
Lθ(0,∞)

Lemma 2 is proved.
Lemma 3. Let 1 ≤ p, θ ≤ ∞, w ∈ Ωpθ. Then there exists r0 > 0 and for any

0 < r ≤ r0 there exists Cr > 0 depending only on r, n, p, θ, w, what
1) for any f ∈ GMw(·)

pθ

‖Mrf‖C(Rn) ≤ Cr ‖f‖GMpθ,w
. (7)
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2)for all δ > 0

wδ(Mrf ;Rn) ≤ Cr sup
|u|≤δ

u∈B(0,δ)

‖f(·+ u)− f(·)‖GMpθ,w
. (8)

Proof of the lemma 3. 1. Since the function w ∈ Ωpθ is not equivalent to
0, then there exists r0 > 0 such that ‖w‖Lθ(r0,∞) > 0. Let 0 < r ≤ r0. By the
Holder inequality for any x ∈ Rn

|Mrf(x)| ≤ 1

|B(x, r)|
1
p

‖f‖Lp(B(x,r)) .

Hence

‖w(ρ)Mrf(x)‖Lθ(r,∞) ≤
1

(vnrn)
1
p

∥∥∥w(ρ) ‖f‖Lp(B(x,r))

∥∥∥
Lθ(r,∞)

,

where vn is the volume of the unit ballin Rn, and

|Mrf(x)| ‖w(ρ)‖Lθ(r,∞) ≤
1

(vnrn)
1
p

∥∥∥w(ρ) ‖f‖Lp(B(x,r))

∥∥∥
Lθ(0,∞)

,

therefore

sup
x∈Rn

|Mrf(x)| ≤ Cr sup
x∈Rn

∥∥∥w(ρ) ‖f‖Lp(B(x,r))

∥∥∥
Lθ(0,∞)

= Cr ‖f‖GMpθ,w
, (9)

where Cr =
(
‖w‖Lθ(r,∞) (vnr

n)
1
p

)−1

.

2. For all x1, x2 ∈ B(0, r)

|(Mrf) (x1)− (Mrf) (x2)| = 1

vnrn

∣∣∣∣∣∣∣
∫

B(x1,r)

f(y)dy −
∫

B(x2,r)

f(y)dy

∣∣∣∣∣∣∣ =

= (vnr
n)−1

∣∣∣∣∣∣∣
∫

B(0,r)

f(z + x1)dz −
∫

B(0,r)

f(z + x2)dz

∣∣∣∣∣∣∣ ≤
≤ (vnr

n)−1

∫
B(0,r)

|f(z + x1)− f(z + x2)| dz =

= (vnr
n)−1

∫
B(x2,r)

|f(s+ x1 − x2)− f(s)| ds ≤

≤ (vnr
n)−

1
p ‖f(·+ x1 − x2)− f(·)‖Lp(B(x2,r))
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Therefore, according to the �rst step of the proof

sup
x1,x2∈Rn

|x1−x2|≤δ

|(Mrf) (x1)− (Mrf) (x2)| ≤ Cr sup
x1,x2∈Rn

|x1−x2|≤δ

‖f(·+ x1 − x2)− f(·)‖GMpθ,w
=

= Cr sup
|u|≤δ

u∈B(0,δ)

‖f(·+ u)− f(·)‖GMpθ,w

Lemma 3 is proved.
Lemma 4. Let 1 ≤ p, θ ≤ ∞, w ∈ Ωpθ. Then there exists C > 0 depending

only on n, p, θ, w such that for any r,R > 0 and for any f, g ∈ GMpθ,w we have
the estimate

‖Mrf −Mrg‖GMpθ,w
≤ C

(
1 +R

n
p

)
‖Mrf −Mrg‖C(B(0,R)) +

+ sup
u∈B(0,R)

‖f(·+ u)− f(·)‖GMpθ,w
+

+ sup
u∈B(0,R)

‖g(·+ u)− g(·)‖GMpθ,w
+
∥∥∥fχ

cB(0,R)

∥∥∥
GMpθ,w

+
∥∥∥gχ

cB(0,R)

∥∥∥
GMpθ,w

Proof of the lemma 4. Really,

‖Mrf −Mrg‖GMpθ,w
≤
∥∥∥(Mrf −Mrg)χ

B(0,R)

∥∥∥
GMpθ,w

+

+
∥∥∥(Mrf −Mrg)χ

cB(0,R)

∥∥∥
GMpθ,w

= I1 + I2

Next
I1 = sup

x∈Rn

∥∥∥w(ρ) ‖Mrf −Mrg‖Lp(B(x,ρ)∩B(0,R))

∥∥∥
Lθ(0,∞)

≤ sup
x∈Rn

∥∥∥w(ρ) ‖Mrf −Mrg‖Lp(B(x,ρ)∩B(0,R))

∥∥∥
Lθ(0,1)

+ sup
x∈Rn

∥∥∥w(ρ) ‖Mrf −Mrg‖Lp(B(x,ρ)∩B(0,R))

∥∥∥
Lθ(1,∞)

≤ ‖Mrf −Mrg‖C(B(0,R))
·

·
(∥∥∥w(ρ) (vnρ

n)
1
p

∥∥∥
Lθ(0,1)

+
∥∥∥w(ρ) (vnR

n)
1
p

∥∥∥
Lθ(1,∞)

)
≤ C

(
1 +R

n
p

)
‖Mrf −Mrg‖C(B(0,R))

where

C = v
1
p
n

(∥∥∥w(ρ)ρ
n
p

∥∥∥
Lθ(0,1)

+ ‖w(ρ)‖Lθ(1,∞)

)
<∞,

at w ∈ Ωpθ.
In addition, according to Lemma 1

I2 ≤ ‖Mrf − f‖GMpθ,w
+
∥∥∥(f − g)χ

cB(0,R)

∥∥∥
GMpθ,w

+ ‖Mrg − g‖GMpθ,w
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≤ sup
u∈B(0,r)

‖f(·+ u)− f(·)‖GMpθ,w
+ sup
u∈B(0,r)

‖g(·+ u)− g(·)‖GMpθ,w

+
∥∥∥fχ

cB(0,R)

∥∥∥
GMpθ,w

+
∥∥∥gχ

cB(0,R)

∥∥∥
GMpθ,w

from which the desired inequality follows. Lemma 4 is proved.
Lemma 5. Let 1 ≤ p, θ ≤ ∞, w ∈ Ωpθ. Then for any r,R > 0 and for any

f, g ∈ GMpθ,w

‖f − g‖GMpθ,w
≤ C

(
1 +R

n
p

)
‖Mrf −Mrg‖C(B(0,R))

+2 sup
u∈B(0,r)

‖f(·+ u)− f(·)‖GMpθ,w
+ 2 sup

u∈B(0,r)

‖g(·+ u)− g(·)‖GMpθ,w
(10)

+
∥∥∥fχ

cB(0,R)

∥∥∥
GMpθ,w

+
∥∥∥gχ

cB(0,R)

∥∥∥
GMpθ,w

,

where C > 0 is the same asin Lemma 4.
Proof of the lemma 5. It su�ces to note that

‖f − g‖GMpθ,w
≤ ‖Mrf − f‖GMpθ,w

+ ‖Mrf −Mrg‖GMpθ,w
+ ‖Mrg − g‖GMpθ,w

and use Lemmas 1 and 4
Proof of the theorem. Let S ⊂ GMw(·)

pθ and suppose that conditions (1) -
(3) are satis�ed.

Step 1. Let 0 < r < r0, where r0 is de�nedin Lemma 3, and R > 0 are �xed.
By virtue of inequality (7) and condition (1), it follows that

sup
f∈S
‖Mrf‖C(B(0,R))

<∞.

Moreover, by virtue of inequality (8) and condition (2), it follows that

lim
u→0

sup
f∈S
‖Mrf(·+ u)−Mrf(·)‖

C(B(0,R))
= 0.

Consequently, by the Ascoli-Arzela theorem, the set Sr = {Mrf : f ∈ S} is
precompactin C(B(0, R)) , or, which is the same, set Sr is completely bounded,
that is, for any varepsilon > 0 there exist m ∈ N, f1, ..., fm ∈ S (depending on
varepsilon, r, and R) such that for any f ∈ S

min
j=1,...,m

‖Mrf −Mrfj‖C(B(0,R))
< ε.

Step 2. Let {ϕ1, ..., ϕm} be an arbitrary �niteubset of S. By virtue of
inequality (10), for any f ∈ S and any j = 1, ...,m

‖f − ϕj‖GMw
pθ
≤ C(1 +R

n
p ) ‖Mrf −Mϕj‖C(B(0,R))

+2 sup
u∈B(0,r)

‖f(·+ u)− f(·)‖
GM

w(·)
pθ

+ 2 sup
u∈B(0,r)

‖ϕj(·+ u)− ϕj(·)‖GMw(·)
pθ
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+
∥∥fχcB(0,R)

∥∥
GM

w(·)
pθ

+
∥∥ϕjχcB(0,R)

∥∥
GM

w(·)
pθ

≤ C(1 + R
n
p ) ‖Mrf −Mrϕj‖C(B(0,R))

+

+4 sup
u∈B(0,r)

sup
g∈S
‖g(·+ u)− g(·)‖GMw

pθ
+ 2 sup

g∈S

∥∥gχcB(0,R)

∥∥
GMw

pθ

.

Hence,

min
j=1,...,m

‖f − ϕj‖GMw
pθ
≤ C(1 + R

n
p ) min

j=1,...,m
‖Mrf −Mrϕj‖C(B(0,R))

+

+4 sup
u∈B(0,r)

sup
g∈S
‖g(·+ u)− g(·)‖GMw

pθ
+ 2 sup

g∈S

∥∥gχcB(0,R)

∥∥
GMw

pθ

. (11)

Step 3. Let ε > 0. First, using condition (3), we �nd a R(ε) > 0 such that

sup
g∈S

∥∥gχcB(0,R(ε))

∥∥
GMw

pθ

<
ε

6
.

Further, using condition (2), we �nd a r(ε) such that

sup
u∈B(0,r(ε))

sup
g∈S
‖g(·+ u)− g(·)‖GMw

pθ
<

ε

12
.

Finally, because of the precompactness of the set Sr(ε) in C(B(0, R(ε))) there
exist m(ε) ∈ N and f1,ε, ..., fm(ε),ε ∈ S, for any f ∈ S

min
j=1,...,m(ε)

∥∥Mr(ε)f −Mr(ε)fj,ε
∥∥
C(B(0,R(ε)))

<
ε

3C(1 +R(ε)
n
p )
.

Consequently, by virtue of inequality (11) ñ ϕj = fj,ε, j = 1, ...,m(ε), for any
f ∈ S

min
j=1,...,m(ε)

‖f − fj,ε‖GMw
pθ
<
ε

3
+
ε

3
+
ε

3
= ε.

This means that the set S is completely boundedin GMw
pθ, or, what is the same,

the set S is precompactin GMw
pθ, which completes the proof of the theorem.

Remark. Condition (1) in the theorem is necessary, since any precompact
setin a normed space is bounded.

As regards conditions (2) and (3), they are not necessary at any rate for
n = 1 and w(r) = r−λ, 0 < λ < 1

p , since the set S consisting of only one function

|x|λ−
1
p ∈ Mλ

p is precompact, but Conditions (2) and (3) are not satis�ed. This
follows from the example below.

Thus, the question of �nding the necessary and su�cient conditions for the
precompactness of the set S ⊂ GM

w(·)
pθ remains open. Example. When n = 1 è

w(r) = r−λ, 1 ≤ p <∞, 0 < λ < 1
p ,(

Mr(| · |λ−
1
p )
)

(x) 9 |x|λ−
1
p (12)
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â Mλ
p at r → 0+,

|x+ u|λ−
1
p 9 |x|λ−

1
p (13)

â Mλ
p at u→ 0,

|x|λ−
1
pχ

c
B(0,r)

(x) 9 0 (14)

â Mλ
p at r → +∞,
Indeed, for x > 0 è 0 < r < x

Mr(| · |λ−
1
p )(x) =

1

2r

x+r∫
x−r

yλ−
1
p dy

=

(
λ− 1

p
+ 1

)−1
1

2r

(
(x+ r)λ−

1
p+1 − (x− r)λ−

1
p+1
)

=

(
λ− 1

p
+ 1

)−1
xλ−

1
p+1

2r

[(
1 +

r

x

)λ− 1
p+1

−
(

1− r

x

)λ− 1
p+1
]

and
Mr(| · |λ−

1
p )(x)− xλ−

1
p

=

(
λ− 1

p
+ 1

)−1
xλ−

1
p+1

2r

[(
1 +

r

x

)λ− 1
p+1

−
(

1− r

x

)λ− 1
p+1

− 2

(
λ− 1

p
+ 1

)
r

x

]
Making use of inequality 1

(1 + y)µ − (1− y)µ − 2µy ≥ µ(1− µ)(2− µ)

3
y3

which is valid for any 0 < mu < 1 and 0 < y < 1, we obtain by setting
mu = λ − 1

p + 1 and y = r
x such that for some c > 0 depending only on λ and

p, for any 0 < r < x

Mr(| · |λ−
1
p )(x)− xλ−

1
p ≥ cxλ−

1
p

( r
x

)2

.

1 Indeed, according to the Taylor formula, there exist ξ, η that 1− x < η < 1 < ξ <
1 + x and

(1 + x)µ − (1− x)µ − 2µx = 1 + µx+
µ(µ− 1)

2
x2 +

µ(µ− 1)(µ− 2)

6
x3+

+
µ(µ− 1)(µ− 2)(µ− 3)

24
ξµ−4x4

−
(
1− µx+

µ(µ− 1)

2
x2 − µ(µ− 1)(µ− 2)

6
x3 +

µ(µ− 1)(µ− 2)(µ− 3)

24
ηµ−4x4

)
−2µx

=
µ(µ− 1)(µ− 2)

3
x3+

µ(µ− 1)(µ− 2)(µ− 3)

24

(
ξµ−4 − ηµ−4)x4 ≥ µ(µ− 1)(µ− 2)

3
x3.
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Hence∥∥∥Mr(| · |λ−
1
p )(x)− |x|λ−

1
p

∥∥∥
Mλ
p

= sup
z∈R, r>0

r−λ
∥∥∥Mr(| · |λ−

1
p )(x)− |x|λ−

1
p

∥∥∥
Lp(z−r,z+r)

≥ r−λ
∥∥∥Mr(| · |λ−

1
p )(x)− |x|λ−

1
p

∥∥∥
Lp(2r,4r)

≥ cr−λ
∥∥∥∥xλ− 1

p

( r
x

)2
∥∥∥∥
Lp(2r,4r)

≥ c r−λ(4r)λ−
1
p

(
1

4

)2

(2r)
1
p = c 4λ−

1
p−22

1
p > 0,

from which (12) follows. From (12), according to Lemma 1, (13) follows.
Finally∥∥∥∥|x|λ− 1

p χ
c
B(0,r)

(x)

∥∥∥∥
Mλ
p

= sup
z∈Rn, ρ>0

∥∥∥∥|x|λ− 1
p χ

c
B(0,r)

(x)

∥∥∥∥
Lp(x−ρ,x+ρ)

≥ sup
ρ>r

ρ−λ
∥∥∥|x|λ− 1

p

∥∥∥
Lp((0,ρ)∩(r,∞))

= sup
ρ>r

ρ−λ

nvn ρ∫
r

xλp−1dx

 1
p

≥ lim
ρ→+∞

ρ−λ
(
nvn
λp

(
ρλp−1 − rλp−1

)
dx

) 1
p

=

(
nvn
λp

) 1
p

,

from which (14) follows.
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Creation of the adaptive graphic Web interfaces
for input and editing data for the heterogeneous

information systems on the bases of XML
technology

A. Mukhitova and O. Zhizhimov

Novosibirsk State University, Novosibirsk, Russia
Institute of Computational Technologies SB RAS, Novosibirsk, Russia

Abstract The work is devoted to an appliance of constructing adaptive
technology of graphic administrative WEB-interface for the resolution
of integration problems of heterogeneous information resources, on the
ground of the XSD application database schemes with the appliance
of XSLT-transformations. An approach is described for elaboration, as
well as an example of implementation, of adaptive entry model and
data editing in the way of created editor prototype of the XML-records.
The described methodology has quite general ways of usage and can be
applied for constructing adaptive graphic WEB-interfaces, enabling to
generate shippable HTML-forms for entering and editing data.

Keywords: :adapting graphic administrative and users web-interfaces,
integration of heterogeneous data, XML editor, SRU, XML, XSD, XSLT-
transformations.

The paper deals 1 with the development of technologies for creating adaptive
graphical interfaces for heterogeneous information systems. Heterogeneous
distributed applications should consist of user and administrative interfaces
(graphic WEB-interfaces) supplying an opportunity to govern data from various
informational sources. Interfaces, adjusting to structure and functionality of
informational resources, are adaptable. Each of a particular informational
resource, in general, has quite narrow range of features from the potentially
existing meanings. Therefore, attraction of additional data on a particular
informational recourse is required, while choosing the component governing
features for various informational resources.

The inputting information about functional qualities of each data sources is
essential for implementation of adaptable interfaces in mentioned point of client
interfaces. Depending on the technology access, used to obtain informational
assets, that sort of data can be received and processed. The constructing adaptive

1 Work is performed within the Integration Project of the Siberian Branch of the
Russian Academy of Science (AAAAA 18-118022190008-8), the Project on basic
scienti�c research (AAAA-A17-117120670141-7) and RFBR 18-07-01457-a.
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technology of client interfaces was considered in the work in order to manage the
information search with the method of displaying extracted data using Z39.50
[1] and SRW/SRU [2],[3] on the basis of Explain services [3], [4], [5] in the
various modi�cations. The implementation of these adaptable interfaces for the
ZooSPACE [6],[7] platform was also illustrated. Constructed applications enable
to automatically adjust graphic interfaces to possibilities of one or the other
information resource:

• supported sets of searching attributes;
• supported combinations of searching attributes;
• supported schemes, patterns and sets of elements.

Despite the fact that there is a considerable number of web-resources and
services, �les of documents and libraries, which are applied as a data exchange
format XML, the usage of JSON should be considered in constructing new
distributed informational systems. At the present time, this format is developing
rapidly and is easy for implementation in systems of data exchanging. For the
reason of being simple and easy to operate data, JSON is better to use on the
client's side, while the XML technologies are more convenient on the side of a
server. In view of the speci�c character of the given problem the decision was
made in favour of XML-technology.

The descriptions of the constructing rules of XML-records structure are
essential in the use of XML format to present structured information, i.e.
descriptions of data scheme. In general, the rules for XML are formulated in
terms of XSD [8]-[10] and they present XML structure which can be processed
with standard ways, for example XSLT [11].

The question about where the full description of potential structure of the
derived record can be obtained arises in the process of extracting record from
a particular informational source in heterogeneous informational system and
presenting the record in the XML format for editing. The following options are
possible [12]:

� The XML record, derived for editing, includes a reference on the applied
XSD data scheme in the form of URL with schemaLocation as an attribute
in determination of employed namespaces. It is usually contained in the XML
record root element. In that case the issue of receiving XSD is solved in a
trivial manner.

� The XML, record derived for editing, includes the namespace identi�cation
(URI), though it does not include a reference on the applied XSD data
scheme in the form of URL. In that situation the informational system should
be requested to provide the XSD in the use of namespace identi�cation. For
the ZooSPACE platform the similar request can be processed with Explain
service.

� The XML record, derived for editing, does not include de�nitions of
namespaces. In this case the informational system should be requested to
provide the XSD (as a default) by the name of informational resource
(database), or by using the XSD, which before corresponded to the scheme
requested in an inquiry formation for extracting data.
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In any of the listed cases the following steps are necessary for graphic
interfaces initialisation of data modi�cations:

� The data scheme description in the way of the XML structure in accordance
with the XSD rules.

� The XML structure consisting extracted data for editing (not required for
creating a new record)

� The description of entity generation patterns of graphic interface (not
necessary).

� The description of entity generation patterns of graphic interface in
accordance with the XSD rules and with elements of editing the XML record.

� In these conditions, the XSLT conversion rules can be the rules applied to
XSD.

The algorithm is presented in the Figure 1, as an illustration of work of the
XML records prototype adaptive editor in the format of client-server, built in
WEB server of the ZooSPACE (ZooSPACE-W) platform. The XML editor is
relevant to an area restricted by a dashed line for server side. As for the client
part, the beforehand prepared HTML form to input and/or edit data is provided.
In these conditions, the form already contains the all needed tools (java scripts)
for correct data input, which includes:

� A script for duplicating elements, the repetition of which is possible according
to the XSD.

� A script for removing elements, providing that the removing is possible
according to the XSD.

� A script for checking the accuracy of data entry, if there is a relevant pattern
in the way of regular expression in the XSD.

� A script for hiding- revealing any data elements in the form of editing.

It should be taken into account that the XSD data scheme de�nitions can
contain references to other XSD data scheme de�nitions, which complement
de�nitions both in the current namespace (element xsd:include), and in the other
namespaces (element xsd:import). Therefore the initial XSD structure, before
being processed by the XSLT processor requires modifying to register extra
de�nitions.

The editor of the XML records operating principle, in format of client-server
built in WEB server, can be described as follows:

� as for the client part, the beforehand prepared HTML form to input and/or
edit data is provided. In these conditions the form already contains the all
needed tools (java scripts) for correct data input;

� generation of editing forms occurs on the server side with the XSLT method
of transformations of the modi�ed XSD structure. At the beginning of the
process an empty editing form is produced (without data). As soon as the
XSLT processor has completed its action, the empty form is �lled with record
data in XML format.
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Figure 1. The work algorithm of editor process BD record in the heterogeneous system
with example of the ZooSPACE-W

For generation of empty form of editing (refer to Figure 2) the following rules
are performed:

� The frame indicating the identi�cation of data scheme is generated.
� The �le of documents (annotation) for data scheme is generated.
� For each speci�ed data element in XSD the following is generated:
• the frame indicating the element name and its location (in the XPath
pattern) in the XML record structure;

• The key button of hiding-revealing element in a form of editing;
• The �le of documents (annotation), if any, with an indication of a
language;

• The nested elements ( for complex);
• The �eld of entry element de�nition (for simple);
• Names and data entry �elds for each of potential attributes;
• Key buttons for deleting (if allowed) or duplicating (if allowed) elements;

� The following key buttons are generated:
• ¾Record¿- for storage a result of editing;
• ¾Clear¿-for regeneration of empty editing form;
• ¾Close¿- for closing editing form without data storage.

The type of data and the placed restrictions are taken into account in the
process of generation of data entry �elds. In particular, the �eld of entry elements
and attributes are presented with a list of dropdown de�nitions (refer to Figure
3) if there is XSD de�nitions such as:
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Figure 2. Graphical interface of XML record editor

<xsd:simpleType name="recordTypeType">

<xsd:restriction base="xsd:NMTOKEN">

<xsd:enumeration value="Bibliographic"/>

<xsd:enumeration value="Authority"/>

<xsd:enumeration value="Holdings"/>

<xsd:enumeration value="Classification"/>

<xsd:enumeration value="Community"/>

</xsd:restriction>

</xsd:simpleType>

If the XSD element contains indication for a pattern (RegEx), for example:

<xsd:simpleType name="indicatorDataType" id="ind.st">

<xsd:restriction base="xsd:string">

<xsd:whiteSpace value="preserve"/>

<xsd:pattern value="[\da-z ]{1}"/>

</xsd:restriction>

</xsd:simpleType>

In that case, the access to checking function of correspondence with a pattern
of data entry in the form of editing is generated, that is XSLT code will be
performed:

...
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Figure 3. Graphical XML editor: data entry �elds

<xsl:for-each select="xsd:simpleType/xsd:restriction/xsd:pattern">

<xsl:attribute name="onChange">

<xsl:text>e_change(this, /</xsl:text>

<xsl:value-of select="@value"/>

<xsl:text>/);</xsl:text>

</xsl:attribute>

</xsl:for-each>

...

Which in turn generates the forms of elements

<input type="text"

onChange="e_change(this, /[\da-z ]{1}/);" . . . />

A problem of recursive de�nitions arises from the described approach in
XML formation on the ground of XSD. Recursivity may occur in the appliance
of references to types and names. A fragment of a recursive determination is
provided in the scheme with the help of the XSD.

\begin{flushleft}

<xsd:complexType name="organization">

<xsd:sequence>

<xsd:element name="id" type="int"/>

<xsd:element name="name" type="string"/>

<xsd:element name="sub-org" type="tns:organization"/>

</xsd:sequence>

</xsd:complexType>

<xsd:element name="region">

<xsd:complexType>

<xsd:sequence>

<xsd:element name="id" type="int" />

<xsd:element ref="tns:region" />

</xsd:sequence>
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</xsd:complexType>

</xsd:element>

<xsd:element name="record">

<xsd:complexType>

<xsd:sequence>

<xsd:element name="id" type="int" />

<xsd:element name="organization" type="tns:organization" />

<xsd:element ref="tns:region" />

</xsd:sequence>

</xsd:complexType>

</xsd:element>

The XML elements with unrestricted length of Xpath are possible:

/record/organization/sub-org/sub-org/sub-org . . .

/record/region/region/region/region . . .

The attachment number control can be used for eliminating the endless
number of item attachments in generation of graphic interfaces of editing records
and for restricting them in accordance with the current demand. The list of
processed elements, XSD (rules), is depicted by editor prototype in the table 1.

At the present time, the created prototype of mentioned the XML records
adapting editor is being tested for various data charts. Furthermore, it is planned
to boost its functional capabilities in the area of widening a list of supported
elements of the XSD and JSON. At the end of the testing the editor will be built
in the ZooSPACE-W subsystem of the ZooSPACE platform.
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Table 1. Supported XSD elements

Element Attribute
annotation
appinfo
attribute name, ref, type, use
choice
complexContent
complexType name
documentation
element name, ref, type, substitutionGroup, maxOccurs, minOccurs
extension base
group name, ref, maxOccurs, minOccurs
import namespace, schemaLocation
include schemaLocation
list itemType
restriction base
schema attributeFormDefault, elementFormDefault, blockDefault,

�nalDefault, targetNamespace, version, xmlns
sequence maxOccurs, minOccurs
simpleContent
simpleType name
union memberTypes
unique
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Abstract The paper describes the methods of �lling dictionaries of Link
Grammar Parser with the help of machine learning. Vector model is
used, which means the algebraic model for a representation of the text
documents in the form of vectors. Vector model has been o�ered in 1975
by Gerard Salton. In this model, the document is considered as a set
of terms, i.e. selected words or word-combinations. Every component of
a vector of features corresponds to the separate term. The algorithm
consists of two parts: de�nition of parts of speech of words and �nding
connectors between words in a sense of a link grammar. It is shown that
the best predictor for Verbs and Pronouns is Random Forest Classi�er,
for Nouns and Adjectives is SVM, etc.

Keywords: Natural Language Processing, Machine Learning
algorithms, Word Embedding, Vectorization

Introduction

In this paper, the methods of �lling up dictionaries of Link Grammar Parser
with the help of machine learning [1] are considered.

One of the main goals is to construct the algorithms that can estimate the
document relevance on the basis of the text structure analysis. It is important
that estimation will be based on the context of the search query and not limited
only by keywords, their similarity or frequency.

The second problem is text clustering and classi�cation. It plays an important
role in many applications. For example information retrieval, web search, spam
�ltering, etc. It is possible to use the semantic-syntactical relations between

? The researches presented in this paper are supported by: 1.Grant funding for
scienti�c and scienti�c and technical research for 2018-2020 MES RK (No.
AP05133550) 2.Integration Project of Siberian Branch of Russian Academy of
Sciences (AAAA-A18-118022190008-8). 3. Project for basic scienti�c research
(AAAA-A17-117120670141-7) and RFBR project(No. 18-07-01457)
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words constructed by the software system Link Grammar Parser to solve the
problem [1], which is based on the so-called link grammar.

The results of our research are planned to be used in information retrieval
systems. The application of the methods here considered to studies of Turkic
languages is brie�y described.

In a natural way, a necessity is appeared of �lling of dictionaries of Link
Grammar Parser. The algorithm should consist of two parts: de�nition of words'
parts of speech and �nding connectors between words in a sense of a link
grammar. Now in the full volume, the �rst part is realised. For example, it
is shown that the best predictor for Verbs and Pronouns is Random Forest
Classi�er, for Nouns and Adjectives is SVM, for Adverbs, Prepositions and
Determiners is Logistic Regression.

The next step of our investigations will be a creation of part of speech
tagging algorithms for some Turkic languages, such as Kazakh and Turkish,
and a development of algorithms for �nding connectors between words in these
languages in a sense of a link grammar.

Text representation models

Vector model is the algebraic model for a representation of the text documents
in the form of vectors. It has been o�ered in 1975 by Gerard Salton [1]. In the
vector model, the document is considered as a set of terms, i.e. selected words or
word-combinations. Every component of the feature vector corresponds to the
separate term. The numerical value of a component is called a weight of the
term, which characterises the importance of the term for a representation of the
given document. If the term does not meet in the document its weight in this
document is equal to zero.

Further, all terms, which meet in documents of a processed collection, may
be ordered. If write out the weight of all terms to some document, including
what is not entered in this document, the vector will be obtained, which will be
the representation of the given document in the vector space. The dimension of
this vector, as well as the dimension of the whole space, is equal to a number of
various terms in all collection, and it is identical to all documents.

More formally, it is possible to present this statement in the form of the
formula: −→

di = (wi1, wi2, . . . , win); (1)

where
−→
di is a vector representation of i-th document, wij is a weight of j-th

term in i-th document, n is a total number of various terms in all documents of
a collection.

The vector model has a number of lacks:
1) interrelations between words are lost;
2) it is di�cult to reveal a similarity of documents if documents have identical

sense, but consist of di�erent words;
3) complexity of a representation of the big documents.
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To eliminate the speci�ed lacks, the model of a representation of the
text in a form of a graph is o�ered. Such representation e�ectively simulates
communications between terms and re�ects the information on the document
structure. For text representation in a form of a graph, we use a syntactic parser
of English, German, Russian, Arabian, Persian and other languages.

Link Grammar Parser is a syntactic analyser of the English language
developed by Daniel Sleator and Davy Temperley in 1990th at the Carnegie
Mellon University, USA. It is based on the so-called link grammar. Note that, in
general, the underlying theory di�ers from the classical theory of syntax. Having
received a sentence, the system attributes it with a syntactic structure which
consists of a set of marked links connecting the pairs of words. The detailed
description of the system can be found in [2, 3]. Link Grammar Parser includes
approximately 60000 dictionary forms. It allows us to analyse a huge part of
syntactic constructions, including numerous rare expressions and idioms. The
parser work is stable; it can skip a part of a sentence it cannot understand and
de�ne some structure for the rest of the sentence. It is capable to process an
unknown lexicon, and do reasonable assumptions about the syntactic category
of unknown words based on the context and writing. The parser contains data
about various names, numerical expressions, and punctuation marks.

The rules of words connection are described in the set of dictionaries. For
each word in a dictionary, it is �xed what are its connectors with other words
in a sentence. A connector has a name with which the considered unit (word)
can enter a sentence. For example, the mark S corresponds to communication
between a subject and a predicate, O is a connector between an object and a
predicate. There are more than one hundred most important basic connectors.
To denote the direction of a connector, the sign �+� is used to indicate a right
connector and the sign �-� to indicate a left connector.

In this article, we suggest �lling dictionaries of Link Grammar Parser with
the help of machine learning.

Text Preprocessing

The �rst stage is the text preprocessing, i.e. the preparation of the text for a
subsequent analysis. Thereby several tasks are ful�lled:

1. Dividing the text into words/sentences;
2. Using a special software, namely, nltk library for a de�nition of parts of

speech of words;
We choose Hamlet by W. Shakespeare as the text for testing algorithms.

First, we need to split sentences into words for the next determination of its
part of speech.

It is possible to do immediately during the article loading. Further, we pass
to the lowercase, totally in the whole text, to avoid a di�erence between 'hamlet'
and 'Hamlet', for example. Also, we remove the commonly used words.
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Figure 1. Splitting the text into words.

The next step is to tag words. In nltk library, there are various types of parts
of speech [4]. Some of them are not classical. The most important ones are given
below.

1. CC | Coordinating conjunction |
2. CD | Cardinal number |
3. DT | Determiner |
4. IN | Preposition or subordinating conjunction |
5. JJ | Adjective |
6. JJR | Adjective, comparative |
7. JJS | Adjective, superlative |
8. MD | Modal |
9. NN | Noun, singular or mass |
10. NNS | Noun, plural |
11. PRP | Personal pronoun |
12. PRP$ | Possessive pronoun |
13. RB | Adverb |
14. RBR | Adverb, comparative |
15. TO | to |
16. VB | Verb, base form |
17. VBD | Verb, past tense |
18. VBG | Verb, gerund or present participle |
19. VBN | Verb, past participle |
20. VBP | Verb, non-3rd person singular present |
21. VBZ | Verb, 3rd person singular present |
22. WDT | Wh-determiner |
23. WP | Wh-pronoun |
24. WP$ | Possessive wh-pronoun |
25. WRB | Wh-adverb |
We take into account only the main attributes from this list: noun, pronoun,

adjective, verb, adverb, preposition, determiner, numerical. As a result, we
obtain the table represented below.
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Figure 2. Table of words parts of speech. Compressed Version.

In our case, there is no any column marked by "Numeric". The reason is that
there is no numeric information in our considered text.

Word Embedding

Word embedding is the collective name for a set of language modelling and
feature learning techniques in Natural Language Processing [5]. Using this kind
of techniques we can consider a vector model of word, sentence, text. There are
several corresponding program tools.

Word2vec could be a gather of related models that are utilised to deliver
word embeddings. Often these models use two-layer neural systems. Word2vec
takes as its input a huge corpus of content and usually produces a vector space
having a dimension of several hundred. For each interesting word within the
corpus being, some vector in the space is assigned. Word vectors are situated
within the vector space such that words that share common settings within the
corpus are found near to one another in the vector space. Namely, such situation
is described in section 2. More exact, there are two types of word embeddings:
vector and graph. We consider the vector representation.

Given a text corpus, the word2vec tool learns a vector for every word in
the vocabulary using the Continuous Bag-of-Words or the Skip-Gram neural
network architectures. The user should to specify the following:

� desired vector dimensionality
� the size of the context window for either the Skip-Gram or the Continuous
Bag-of-Words model

� training algorithm: hierarchical softmax and / or negative sampling
� threshold for down sampling the frequent words
� number of threads to use
� the format of the output word vector �le (text or binary)
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Frequency-inverse report recurrence (tf − idf) could be a numerical
measurement that's aiming to re�ect how critical a word is to a record in a
collection or corpus. It is frequently utilized as a weighting �gure in looks of
data recovery, content mining, and client modelling. The tf−idf esteem increases
proportionally to the number of times a word shows up within the archive and
is balanced by the recurrence of the word within the corpus, which helps to alter
for the reality that a few words show up more habitually in common. Tf − idf is
one of the foremost prevalent term-weighting plans nowadays; 83% of text-based
recommended frameworks in advanced libraries utilize tf − idf .

In a large text corpus, some words will be very often present, e.g. articles,
prepositions, auxiliary verbs/words as "the "a "is"in English. These words are
carrying very little meaningful information about the actual contents of the
document. We should omit them, otherwise, those very frequent terms could be
"shadows"of the frequencies of rarer yet more interesting terms.

In order to re-weight the numerical �oating point values of features suitable
for application of a classi�er, it is very common the use of tf − idf transform.

Tf means a term-frequency in the document, while tf − idf means a term-
inverse document-frequency, that means the inversion of a frequency with which
some word meets in the collection of documents:

tf − idf(t, d) = tf(t, d) ∗ idf(t); (2)

Experiments

In the experiments, Word2Vec vectorizer was used with several machine learning
classi�ers such as Logistic Regression, Decision Tree Classi�er, SVM, Random
Forest Classi�er and KNeighborsClassi�er. Each of them we have scored with
ROC AUC. Shortly these methods are described in [6].

Results for Logistic Regression:
ROC AUC score for Verb = 0.8559714533139516
ROC AUC score for Noun = 0.6777486340249596
ROC AUC score for Pronoun = 0.9072944804503941
ROC AUC score for Adjective = 0.6542860370501943
ROC AUC score for Adverb = 0.8388773824383644
ROC AUC score for Preposition = 0.7729856769704812
ROC AUC score for Determiner = 0.7641189437754812
Results for Decision Tree Classi�er:
ROC AUC score for Verb = 0.6548053555964495
ROC AUC score for Noun = 0.5910786095957337
ROC AUC score for Pronoun = 0.531827687160184
ROC AUC score for Adjective = 0.5594783169178744
ROC AUC score for Adverb = 0.6478730201325129
ROC AUC score for Preposition = 0.5126563189876151
ROC AUC score for Determiner = 0.49648162194620904
Results for SVM:
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ROC AUC score for Verb = 0.8601630429179682
ROC AUC score for Noun = 0.7098495939578038
ROC AUC score for Pronoun = 0.8221093302054803
ROC AUC score for Adjective = 0.6962292892336787
ROC AUC score for Adverb = 0.8031237254181034
ROC AUC score for Preposition = 0.5748435959300228
ROC AUC score for Determiner = 0.6475326317120192
Results for Random Forest Classi�er:
ROC AUC score for Verb = 0.8315995461293415
ROC AUC score for Noun = 0.6450500860244069
ROC AUC score for Pronoun = 0.865155045707116
ROC AUC score for Adjective = 0.6231781980909588
ROC AUC score for Adverb = 0.7879387790229063
ROC AUC score for Preposition = 0.6414009903738194
ROC AUC score for Determiner = 0.6832767216586074
KNN results:
ROC AUC score for Verb = 0.7046526993834988
ROC AUC score for Noun = 0.6317347848624765
ROC AUC score for Pronoun = 0.5295712619063342
ROC AUC score for Adjective = 0.6206376313253099
ROC AUC score for Adverb = 0.6857449482848651
ROC AUC score for Preposition = 0.5241368375468388
ROC AUC score for Determiner = 0.5589365459372333
We can see that the best predictor for Verbs and Pronouns is Random Forest

Classi�er, for Nouns and Adjectives is SVM, for Adverbs, Prepositions and
Determiners is Logistic Regression.

Conclusion and future work

Algorithms of Machine Learning and Vectorization are working successfully.
They may be used to �ll up various dictionaries such as dictionaries of Link
Grammar Parser. The best predictor for Verbs and Pronouns is Random Forest
Classi�er, for Nouns and Adjectives is SVM, for Adverbs, Prepositions and
Determiners is Logistic Regression. There is no need to use KNN - unsupervised
learning and Decision Tree Classi�er.

The next step of our investigations is the creation of part of speech
tagging algorithms for some Turkic languages: Kazakh, Turkish, etc. and �nding
connectors between words in these languages with respect to a link grammar.
Our work is based on the results from articles [7,8].

References

1. Salton, G., Yang, K.S., Yu, C.T.: A theory of term inportance in automatic text
analysis. Journal of the ASIS. Vol. 26 , No. 1, - pp. 33-44.(1975)



176 CITech-2018, Ust-Kamenogorsk, Kazakhstan, September 25-28, 2018

2. Sleator, D., Temperley, D.: Parsing English with a Link Grammar. Carnegie
Mellon University Computer Science technical report CMU-CS-91-196, October.
- 93 p.(1991)

3. Temperley, D., Sleator, D., La�erty, J.: Link Grammar Documentation. http://
www.link.cs.cmu.edu/link/dict/index.html(accessed:15November2017) (1998)

4. Ide, N., Veronis, J.: Introduction to the special issue on word sense disambiguation:
the state of the art. Computational Linguistics. Vol. 24, No. 1, - pp. 2-40.(1998)

5. Mikolov, T., Sutskever, I., Chen, K., Corrado, G., Dean, J.: Distributed
Representations of Words and Phrases and their Compositionality. http://

scikit-learn.org/stable/modules/feature_extraction.html - 9 p. (2013)
6. Levchenko, S.V.: Development of the words clusterization method under semantic

characteristics with using Word2vec algorithms. New information technologies in
the automated systems. - No. 20. - 5 p. (2017)

7. Batura, T.V., Murzin, F.A., Semich, D.F., Sagnayeva, S.K., Tazhibayeva, S.Zh.,
Bakiyev, M.N., Yerimbetova, A.S., Bakiyeva, A.M.: Using the Link grammar parser
in the study of Turkic languages. Eurasian journal of mathematical and computer
applications. Astana: L.N. Gumilyov Eurasian National University, Vol. 4. Iss. 2.
pp. 14-22. (2016)

8. Batura, T.V., Murzin, F.A., Sagnayeva, S.K., Tazhibayeva, S.Zh., Yerimbetova,
A.S., Bakiyeva, A.M.: Link Grammar Parser for Turkic Languages and algorithms
for estimation the relevance of documents. 2016 IEEE 10th International Conference
on Application of Information and Communication Technologies (AICT-2016). 12-
14 October 2016, Baku, Azerbaijan. pp. 104-107. (2016).



Dynamical e�ects of a magnetic �eld versus
the nonlinear wave regime
of a rotating layer of liquid

S. I. Peregudin1, E. S. Peregudina2, and S. E. Kholodova3

1 St. Petersburg State University, Saint Petersburg, Russia
2 St. Petersburg Mining University, Saint Petersburg, Russia

3 ITMO University, Saint Petersburg, Russia
peregudinsi@yandex.ru,ehllina-peregudina@yandex.ru,kholodovase@yandex.ru

Abstract The present paper is concerned with the dynamics of a
magnetic �eld consequent on three-dimensional large-scale motions of an
inviscid incompressible homogeneous perfectly conducting rotating �uid
concentrated in a spherical layer. The proposed mathematical model
of the above physical process is a closed system of partial di�erential
equations consisting of hydrodynamic equations with due account of the
rotation, the Lorentz force, and the corresponding equations of magnetic
dynamics with required boundary conditions. We analyze the mathe-
matical model which can be used for calculation of three-dimensional
motions with large time scale and when the space horizontal scale is
comparable to the layer radius. The principal idea of our approach is in
the construction of a scheme of successive approximation, in which the
geostrophic approximation is the �rst step. Our approach allows one to go
beyond the heuristic arguments and derive general geostrophic equations
describing the motion of both homogeneous and inhomogeneous electri-
cally conducting rotating �uid. We obtain an analytic solution of the
system of nonlinear partial di�erential equations that model the geo-
strophic motion in the spherical layer of perfect electrically conducting
inhomogeneous rotating �uid. The analysis of the structure of the
above �elds of magnetohydrodynamic quantities allows one to justify
the existence of strong changes in the thing layer adjacent to the outer
boundary.

Keywords: quasi-geostrophic motion, rotating �uid, magnetic �eld
di�usion, magnetohydrodynamic processes.

Introduction

This paper is concerned with the study of wave three-dimensional large-scale
motions of an inviscid incompressible inhomogeneous perfectly conducting ro-
tating �uid concentrated in a spherical domain. The results of our study can
be used in astrophysics and geophysics, and in particular, in the analysis of the
processes occurring in the Earth liquid core and in stellar interiors. Our �ndigns
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may prove useful not only in geophysical applications, but may also be important
in the study of the self-excitation process from a magnetohydrodynamic dynamo
in relatively large masses of liquid metal and in engineering devices, for example,
in engineering processes involving pressure chambers of fast-neutron reactors,
blast furnaces, titanium production reactors, etc.

Problems of generation of magnetic �elds frequently involve processes pertai-
ning to the form of the motion and conditions under which magnetic �elds can
exist for su�ciently large time intervals; i.e., we are interested in the character
of the processes under consideration.

In the studies in these �eld, by a large time one means a time considerably
smaller than the magnetic �eld decay time, but at the same time it should be
su�ciently large in order that some generations would be able to observe this
decay.

Of course, the above estimates should be properly quali�ed. It may well be
that in the actual fact they have even larger orders, because as of now magnetic
�eld decay was never vividly manifested, although some decreases of its intensity
were observed, but each decrease was always followed by an increase in the
intensity. Hence, even if the statement about the decay of the Earth magnetic
�eld is applicable to the Earth conditions and is possible, then most likely the
order of the time under consideration is much larger than than those from the
available sources or nonetheless all the processes of interest for us represent
steady-state oscillations.

The paper [1] was concerned with the role of strati�cation in the principal
dynamics of the magnetohydrodynamic processes under consideration. The ana-
lysis of the obtained solution enabled one to prove the existence of a steady-
state of oscillations for large values of time, which justi�es the important role of
strati�cation of density of the liquid layer which controls in a number of cases
its principal dynamics.

The magnetic �eld dynamics depends substantially on the motion of the
�uid under consideration directly in the thin layer adjacent to the boundary.
Earlier an analysis was carried out and the conclusion was made on the onset
of perturbations of magnetohydrodynamic �elds with relatively small horizontal
scale which is considerably smaller than the radius of the layer developing near
some point with spherical coordinates (θ0, ϕ0). Of special is the solution of the
similar problem in a layer whose horizontal scale is of the order of the layer
radius. Such problems will be considered in the present study.

Thus, we shall consider wave motions near the outer boundary of a thin
spherical layer of an inhomogeneous �uid.

Principal Equations of Large-scale Geostrophic Motions of
an Electrically Conducting Fluid

The motion of an inviscid perfectly conducting incompressible inhomogeneous
�uid in a system rotating with angular velocity ωω is described in magnetic
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hydrodynamics in Euler variables by the equations (see [1]�[3])

dρ

dt
+ ρ divv = 0,

∂v

∂t
+ (v · ∇)v = −∇p

ρ
− 2ωω × v − gz +

1

µρ
rotb× b,

∂b

∂t
= rot (v × b) , divb = 0,

where b is the vector of magnetic induction vector, v is the �uid velocity in the
frame rotating with angular velocity ωω, p is the pressure, ρ is the density, g is
the acceleration of gravity.

It is assumed that the magnetic permeability µ is constant,

Rm =
LU

λ̃
� 1,

where L,U are the characteristic size and velocity, λ̃ is the magnetic di�usion
coe�cient. The case Rm � 1 is realized in the Earth liquid core; it also frequently
occurs in astrophysics and in some engineering processes.

If the density is considered variable, then in addition to the motion equation,
the continuity equation and Maxwell equations, one needs to invoke the balance
equation for the internal energy [2]�[5]

ρ
dE
dt

= −pρ d
dt

(
1

ρ

)
+ k∆T + χ+ ρQ+ λ̃ (rotb)2 (1)

and the state equation
ρ = ρ0 (1− α(T − T0)) ,

where ρ0 and T0 are, respectively, the mean density of �uid and the mean

temperature, α = −1

ρ

(
∂ρ

∂T

) ∣∣∣∣∣
p

is the thermal-expansion coe�cient. For an

incompressible �uid, instead of equation (1) we shall use the heat-transfer
equation in the form [4]

dT

dt
=

k

ρcP
∆T +

Q

cP
; (2)

here cP is the speci�c heat capacity with constant pressure. Then the
temperature in equation (2) can be expressed in terms of the density

dρ

dt
= κ∆ρ− αρ0

cP
Q,

here κ =
k

ρcP
is the thermometric conductivity.

Consider the dimensionless variables

r∗ = r0

(
1 +

D

r0
z

)
, vλ∗ = Uvλ, vθ∗ = Uvθ, bλ∗ = Bbλ,
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bθ∗ = Bbθ, vr∗ =
D

r0
, Uvr = Wvr, br∗ =

D

r0
Bbr = V br, t∗ =

r0

U
t,

here r0 is the radius of the spherical layer, D is the depth scale of the motion. As
the horizontal sale of the motion, we shall use the radius r0, U is the horizontal

velocity scale,W =
D

r0
U is the vertical velocity scale, B is the scale of horizontal

components of the magnetic �eld, V =
D

r0
B is the scale of the vertical component

of the magnetic �eld.
We use the spherical coordinates r, θ, λ, where

r ≥ 0, 0 ≤ θ ≤ π, 0 ≤ λ ≤ 2π.

In the dimensionless coordinates, the motion equations assume the form

εF
dρ

dt
+ (1 + εFρ)

[
∂vz
∂z

+
2Dvz
r∗

+
r0

r∗ sin θ

(
∂

∂θ
(vθ sin θ) +

∂vλ
∂λ

)]
= 0,

ε

(
dvλ
dt

+ vλvz
D

r∗
+ vλvθ

r0

r∗
cot θ

)
+ vθ cos θ +

D

r0
vz sin θ =

= − r0

r∗ sin θ

1

1 + εFρ

[
∂p

∂λ
+

εB2

U2µρ0

(
bθ
∂bθ
∂λ

+

(
D

r0

)2

bz
∂bz
∂λ

)]
+

+
εB2

U2µρ∗

(
bz
∂bλ
∂z

+
r0

r∗
bθ
∂bλ
∂θ

+
D

r0

r0

r∗
bλbz +

r0

r∗
bλbθcot θ

)
,

ε

(
dvθ
dt

+ vθvz
D

r∗
− vλ2 r0

r∗
cot θ

)
− vλ cos θ = −r0

r∗

1

1 + εFρ

[
∂p

∂θ
+

εB2

U2µρ0
×

×

(
bλ
∂bλ
∂θ

+

(
D

r0

)2

bz
∂bz
∂θ
− D

r0
bθbz + cot θ b2λ

)]
+

εB2

U2µρ∗

(
bz
∂bθ
∂z

+
r0

r∗ sin θ
bλ
∂bθ
∂θ

)
,

(1 + εFρ)

{
ε

(
D

r0

)2
dvz
dt
− εD

r∗

(
vλ

2 + vθ
2
)
− D

r0
vλ sin θ

}
= −∂p

∂z
− ρ−

− εB2

U2µρ0

(
bλ
∂bλ
∂z

+ bθ
∂bθ
∂z

)
+

εB2

U2µρ0

(
D

r0

)2
r0

r∗

[
bθ
∂bz
∂θ

+
1

sin θ

∂bz
∂λ
− r0

D

(
bλ

2 + bθ
2
)]
,

dρ

dt
=
kV r0

UD2

∂2ρ

∂z2
+

kH
Ur0

∆2ρ,

∂bz
∂t

=
r0

r∗
bθ
∂vz
∂θ

+
r0

r∗ sin θ
bλ
∂vz
∂λ

+ bz
∂vz
∂z
− r0

r∗
vθ
∂bz
∂θ
− r0

r∗ sin θ
vλ
∂bz
∂λ
− vz

∂bz
∂z

,

∂bθ
∂t

=
r0

r∗
bθ
∂vθ
∂θ

+
r0

r∗ sin θ
bλ
∂vθ
∂λ

+ bz
∂vθ
∂z
− r0

r∗
vθ
∂bθ
∂θ
− r0

r∗ sin θ
vλ
∂bθ
∂λ
− vz

∂bθ
∂z

,

∂bλ
∂t

=
r0

r∗
bθ
∂vλ
∂θ

+
r0

r∗ sin θ
bλ
∂vλ
∂λ

+ bz
∂vλ
∂z
− r0

r∗
vθ
∂vλ
∂θ
− r0

r∗ sin θ
vλ
∂bλ
∂λ
− vz

∂bλ
∂z

,
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where

ε =
U

2ωr0
, F =

4ω2r0
2

gD
,

kV and kH are, respectively, the di�usion coe�cients in the vertical and
horizontal directions. It is assumed that kV and kH are distinct. The operators
d

dt
and ∆2 are de�ned as

d

dt
=

∂

∂t
+
r0

r∗

(
vλ

sin θ

∂

∂λ
+ vθ

∂

∂θ

)
+ vz

∂

∂z
,

∆2 =
r0

2

r∗2

(
1

sin θ

∂

∂θ

(
sin θ

∂

∂θ

)
+

1

sin2 θ

∂2

∂λ2

)
.

For U = 1 cm/s, r0 = 6·108 cm,D = 40 km, 2ω ≈ 1, 4·10−4 s−1, the parameters ε,

F and
D

r0
are, respectively, as follows:

ε = O(10−5), F = 1, 8,
D

r0
= O(10−3).

Making

MA =
U
√
µρ

B
= O(1),

and representing the sought-for functions as a power series with respect to the
small Rossby number for the principal terms of the corresponding expansions,
the motion equations read as

vθ cos θ = − 1

sin θ

∂p

∂λ
, vλ cos θ =

∂p

∂θ
, ρ = −∂p

∂z
,

∂vz
∂z

+
1

sin θ

∂

∂θ
(vθ sin θ)+

1

sin θ

∂vλ
∂λ

= 0,
∂ρ

∂t
+

vλ
sin θ

∂ρ

∂λ
+vθ

∂ρ

∂θ
+vz

∂ρ

∂z
= ν

∂2ρ

∂z2
,

∂bz
∂z

+
∂bθ
∂θ

+ bθcot θ +
1

sin θ

∂bλ
∂λ

= 0,

∂bz
∂t

= bθ
∂vz
∂θ

+
bλ

sin θ

∂vz
∂λ

+ bz
∂vz
∂z
− vθ

∂bz
∂θ
− vλ

sin θ

∂bz
∂λ
− vz

∂bz
∂z

,

∂bθ
∂t

= bθ
∂vθ
∂θ

+
bλ

sin θ

∂vθ
∂λ

+ bz
∂vθ
∂z
− vθ

∂bθ
∂θ
− vλ

sin θ

∂bθ
∂λ
− vz

∂bθ
∂z

,

∂bλ
∂t

= bθ
∂vλ
∂θ

+
bλ

sin θ

∂vλ
∂λ

+ bz
∂vλ
∂z
− vθ

∂bλ
∂θ
− vλ

sin θ

∂bλ
∂λ
− vz

∂bλ
∂z

.

So, the problem is to �nd the density distribution and all magnetohydro-
dynamic quantities appearing as a result of thermodynamic changes near the
domain boundary under the assumption that such a problem is described by the
equations of large-scale dynamics that were obtained earlier.
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Construction of Nonstationary Solution with due Regard
of Dissipation

We shall construct spiral perturbations of the system for which
∂

∂λ
= 0,

bλ = 0. Then the original system assumes the form

vθ = 0, vλ =
1

cos θ

∂p

∂θ
,

∂vz
∂z

= 0, ρ = −∂p
∂z
, vz

∂2p

∂z2
= ν

∂3p

∂z3
− ∂2p

∂t∂z
,

∂bz
∂t

= bθ
∂vz
∂θ
− vz

∂bz
∂z

,
∂bθ
∂t

= −vz
∂bθ
∂z

, bθ
∂vλ
∂θ

+ bz
∂vλ
∂z

= 0,

∂bz
∂z

+
∂bθ
∂θ

+ bθ cotθ = 0

with the boundary conditions

vλ → 0 z → −∞,

bz = b(e)z (θ, t) z = 0,

bθ = b
(e)
θ (θ, t) z = 0.

Integrating this system, we get the following representations of the magnetohyd-
rodynamic characteristics

vθ = 0, vλ(θ, z, t) = −α sin θ exp

(
z −

∫
vz(θ, t)dt

)
, vz(θ, t) = vze(θ, t),

p(θ, z, t) = −α exp(z)

2

∫
sin 2θ exp

(
−
∫
vz(θ, t)dt

)
dθ + exp(z)C2(t),

ρ(θ, z, t) =
α

2
exp(z)

∫
sin 2θ exp

(
−
∫
vz(θ, t)dt

)
dθ − exp(z)C2(t),

bλ(θ, z, t) = 0, bθ(θ, z, t) = exp

(
z −

∫
vz(θ, t)dt

)
,

bz(θ, z, t) = exp

(
z −

∫
vz(θ, t)dt

)[∫
∂vz
∂θ

dt− cot θ

]
+ C̃1(θ),

where the function C2(t) is determined from the relation

vz(θ, t) =

ν(Ts − C2) + C2 −
α

2

∫
sin 2θvz exp

(
−
∫
vz(θ, t)dt

)
dθ − C ′2(t)

Ts(θ, t)
.

In particular, for C2(t) = 0

vz(θ, t) = ν − α

2Ts

∫
vz sin 2θ exp

(
−
∫
vz(θ, t)dt

)
dθ

and so

Ts(θ, t) =
α
∫
vz sin 2θ exp

(
−
∫
vz(θ, t)dt

)
dθ

2(ν − vz)
.
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Abstract The purpose of the present study is to reduce a system of
partial di�erential equations that model perturbations in a layer of
perfect electrically conducting rotating �uid bounded by space- and
time-varying surfaces with due account of the magnetic �eld di�usion
and inertia forces. For the reduced equations we construct solutions
describing the propagation of small-amplitude waves in a horizontal
in�nitely extended layer and in a long narrow channel.

Keywords: quasi-geostrophic motion, rotating �uid, motion stability,
large-scale wave processes, reduction of a system of equations, magneto-
hydrodynamic processes.

Introduction

Large-scale motion of electrically conducting �uid was considered in a number
of studies concerned with the model constructed in the fast rotation limit.
In the framework of this theory, the inertial force is neglected in the motion
equation. As a result, inertia waves, Alfv�en waves, and Rossby waves are
rejected. Moreover, in the fast rotation limit, the velocity is determined not
uniquely, but up to an additive term representing the geostrophic velocity. The
last fact stems from the observation that the geostrophic velocity does not
satisfy the magnetostrophic equation. This di�culty can be circumvented by an
arti�cial introduction of viscous forces and by disregarding the viscosity in cases
when it is possible. Earlier the problem of large-scale motion of an electrically
conducting �uid was studied in the layer between layers in the magnetostrophic
approximation with due account of the viscous forces. In the present study, it
is assumed that the layer boundaries are not planar, but are rather given by
space- and time-varying surfaces. Additionally, we solve the complete system
of magnetohydrodynamic equations taking into account the inertia forces in the
motion equations and assuming that in the magnetic �eld equations the di�usive
terms have the same order as the convection ones� in other words, the problem
under consideration is solved with an arbitrary value of the magnetic Reynolds
number. By introduction of auxiliary functions, it proves possible to reduce the
system of partial di�erential equations to one scalar equation, for which an exact
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solutions is given. From this solution one can draw a conclusion on the in�uence
of the magnetic �eld di�usion e�ects on its regeneration and preservation in the
absence of an external �eld.

The results of this study can be used in astrophysics and geophysics, and
in particular, in the study of processes taking place in the Earth liquid core
and stellar interiors, and well as in the consideration of self-exciting processes
of magnetohydrodynamic dynamo in relatively large masses of liquid metal and
in engineering devices� for example, in engineering processes involving pressure
chambers of fast-neutron reactors.

Fundamental Horizontal Structure Equations

Consider a thin layer of electrically conducting incompressible �uid which rotates
with angular velocity ωω and which is bounded from below by a moving bed
referenced to the level z = 0 by the surface z = −hB(x, y, t) with unknown
function hB(x, y, t), and which is bounded from above by a known surface z =
−Z(x, y). The rotation axis agrees with the z-axis; i.e., ωω = ωk. In the projections
to the coordinate axes, the fundamental equations of magnetic hydrodynamics
of the problem under consideration read as [1]

∂vx
∂t

+ vx
∂vx
∂x

+ vy
∂vx
∂y

+ vz
∂vx
∂z

= −1

ρ

∂

∂x

(
p+

b2

2µ

)
+

+2ωvy +
1

µρ

(
bx
∂bx
∂x

+ by
∂bx
∂y

+ bz
∂bx
∂z

)
, (1)

∂vy
∂t

+ vx
∂vy
∂x

+ vy
∂vy
∂y

+ vz
∂vy
∂z

= −1

ρ

∂

∂y

(
p+

b2

2µ

)
−

−2ωvx +
1

µρ

(
bx
∂by
∂x

+ by
∂by
∂y

+ bz
∂by
∂z

)
, (2)

∂vz
∂t

+ vx
∂vz
∂x

+ vy
∂vz
∂y

+ vz
∂vz
∂z

= −1

ρ

∂

∂y

(
p+

b2

2µ

)
− g +

+
1

µρ

(
bx
∂bz
∂x

+ by
∂bz
∂y

+ bz
∂bz
∂z

)
, (3)

∂bx
∂t

+ vx
∂bx
∂x

+ vy
∂bx
∂y

+ vz
∂bx
∂z
−bx

∂vx
∂x
−by

∂vx
∂y
−bz

∂vx
∂z

=λ∆bx, (4)

∂by
∂t

+ vx
∂by
∂x

+ vy
∂by
∂y

+ vz
∂by
∂z
− bx

∂vy
∂x
− by

∂vy
∂y
−bz

∂vy
∂z

=λ∆by, (5)

∂bz
∂t

+ vx
∂bz
∂x

+ vy
∂bz
∂y

+ vz
∂bz
∂z
− bx

∂vz
∂x
− by

∂vz
∂y
−bz

∂vz
∂z

=λ∆bz, (6)

∂vx
∂x

+
∂vy
∂y

+
∂vz
∂z

= 0,
∂bx
∂x

+
∂by
∂y

+
∂bz
∂z

= 0, (7)

here vx, vy, vz are the �uid velocity components, p is the pressure, g is
the acceleration of gravity, ρ is the density, bx, by, bz are the �eld magnetic
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intensity components, λ =
1

σµ
, µ is the magnetic permittivity, σ is the electric

conductivity of the medium, and ωω is the angular velocity of rotation of the layer.
Consider the characteristic scales of variation of variables in equations (1)�

(7): D for the vertical motion (it is assumed that D is equal to the average depth
of the �uid layer hB(x, y, t) − Z(x, y)), L for the horizontal motion, U for the
horizontal velocity component, W for the vertical velocity component, B for the
horizontal �eld components, H for the vertical �eld components, T for the time
component, and P for the pressure �eld.

For the problem under consideration it is natural to assume that

δ =
D

L
� 1.

Besides, in the continuity equation (7) the �rst and the second terms are of

the order O
(
U

L

)
, and hence the order of the third term O

(
W

D

)
is not greater

than O
(
U

L

)
. Therefore,

W ≤ O(δU).

In a similar manner, estimating the orders of the terms in the solenoidality
equation (7), we �nd that

H ≤ O(δB).
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Estimating further the terms in (1)�(6), we change in these equations to the
dimensionless variables. As a result, we have

U

T

∂vx
∂t

+
U2

L

(
vx
∂vx
∂x

+ vy
∂vx
∂y

+ vz
∂vx
∂z

)
= − 1

ρL

(
P +

(1 + δ2)B2

2µ

)
·

· ∂
∂x

(
p+

b2

2µ

)
+ 2ωUvy +

B2

Lµρ

(
bx
∂bx
∂x

+ by
∂bx
∂y

+ bz
∂bx
∂z

)
, (8)

U

T

∂vy
∂t

+
U2

L

(
vx
∂vy
∂x

+ vy
∂vy
∂y

+ vz
∂vy
∂z

)
= − 1

ρL

(
P +

(1 + δ2)B2

2µ

)
·

· ∂
∂y

(
p+

b2

2µ

)
− 2ωUvx +

B2

Lµρ

(
bx
∂by
∂x

+ by
∂by
∂y

+ bz
∂by
∂z

)
, (9)

δU

T

∂vz
∂t

+
δU2

L

(
vx
∂vz
∂x

+ vy
∂vz
∂y

+ vz
∂vz
∂z

)
= − 1

ρD

(
P +

(1 + δ2)B2

2µ

)
·

· ∂
∂z

(
p+

b2

2µ

)
− g +

δB2

Lµρ

(
bx
∂bz
∂x

+ by
∂bz
∂y

+ bz
∂bz
∂z

)
, (10)

B

T

∂bx
∂t

+
UB

L

(
vx
∂bx
∂x

+ vy
∂bx
∂y

+ vz
∂bx
∂z
− bx

∂vx
∂x
− by

∂vx
∂y
− bz

∂vx
∂z

)
=

=
λB

L2
∆bx, (11)

B

T

∂by
∂t

+
UB

L

(
vx
∂by
∂x

+ vy
∂by
∂y

+ vz
∂by
∂z
− bx

∂vy
∂x
− by

∂vy
∂y
− bz

∂vy
∂z

)
=

=
λB

L2
∆by, (12)

δB

T

∂bz
∂t

+
δUB

L

(
vx
∂bz
∂x

+ vy
∂bz
∂y

+ vz
∂bz
∂z
− bx

∂vz
∂x
− by

∂vz
∂y
− bz

∂vz
∂z

)
=

=
δλB

L2
∆bz. (13)

Here and below, we retain the notation for the dimensionless variables.
In equations (8) and (9), all the terms are of the same order, provided that

the dynamic, magnetic and kinetic pressures are of the same order: P v
B2

µ
v

ρU2 v
ρU

T
. In this case, equations (8) and (9) will be used without change for

further investigation.
The ratio of the convective term in the induction equations (11)�(13) to the

di�usive term, as expressed in terms of the characteristic velocity of liquid U and

the characteristic length L, is the dimensionless parameter
LU

λ
, which is known

as the magnetic Reynolds number that characterizes the relation between the
plasma �ow and the magnetic �eld. In laboratory experiments one usually has
Rm � 1, and so this coupling is weak, whereas in astrophysics it is typical that
Rm � 1 and this coupling is strong [1]. The induction equation controls the
behavior of the magnetic �eld if one knows the velocity; this behavior depends
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substantially on the values of the magnetic Reynolds number Rm. In general
case, magnetic �eld line are partially transferred by plasma �ow and partially
di�use through it.

In what follows we shall be considered with this general case. So, we write
Rm = 1 and assume that the di�usion terms have the same order as the
convection terms.

The consideration of the di�usion terms is necessary in the study of more
local dynamics of waves; i.e., when L is much smaller than the layer radius, and
also for very large time scales T . It would be interesting to observe the e�ect of
the magnetic �eld di�usion on its generation. Another question is whether such
a �eld can exist arbitrarily long and wether it would exist if the seed �eld is
switched o�.

Retaining in (10) only the principal terms, we get

∂

∂z

(
p+

b2

2µ

)
= −ρg.

Hence, integrating with respect to z,

p+
b2

2µ
= −ρgz + C(x, y, t),

and further, using the boundary conditions p(x, y,−hB) = p0(x, y, t) and
b(x, y,−hB) = b0(x, y, t), we get

p+
b2

2µ
= p0 +

b20
2µ
− ρg(hB + z). (14)

The consequence of the linear dependence on z of the right-hand side of (14)
is that the horizontal gradient of hydromagnetic pressure is independent of z.
As a result, the horizontal components of the velocity and of the magnetic �eld
are also independent of z, provided that they are independent of z at the initial
time.

Integrating with respect to z the solenoidality equation and the equation
of continuity for the �uid, using the boundary impermeability condition and
the condition specifying the magnetic �eld normal component on the boundary
surfaces, we get a system which has fewer (when compared with the original
system) number of dynamic equations, unknown functions (due to exclusion of
vz and bz from the equations of the original system), and independent variables
(because z does now not enter explicitly into the dynamic equations). The
sought-for variables vx, vy, bx, by, hB depend only on x, y, t, while the functions
vz and bz depend linearly on z.

Let us introduce the full depth function H = hB − Z = H0(x, y) + η(x, y, t),
where η(x, y, t) is a small perturbation characterized by the inequality η � H0.
To describe the propagation of small perturbations, we shall employ the method
of linearization of the system of di�erential equations that describe the behavior
of the medium. This approach is pretty standard in continuum mechanics. The
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solution of the corresponding system will be sought in the form

v = v0 + v′(x, y, t), b = b0 + b′(x, y, t), (15)

assuming that the small perturbations of the horizontal velocity v′ and of the
horizontal magnetic �eld b′ propagate over some stationary uniform background
described by the constant terms v0, b0, where v0 = 0.

We now consider the problem with due account of perturbations of �rst
order of smallness. Let us introduce into consideration the modi�ed perturbation
functions of the boundary surface and of the horizontal components of the
magnetic �eld, which are de�ned as

η(x, y, t) =
1

g
Dt
(
D2
t + α2

)
η̃(x, y, t), (16)

bx(x, y, t) = µρDt
(
D2
t + α2

)
b̃x(x, y, t), (17)

by(x, y, t) = µρDt
(
D2
t + α2

)
b̃y(x, y, t), (18)

P (x, y, t) = Dt
(
D2
t + α2

)
P̃y(x, y, t), (19)

where Dt =
∂

∂t
. For H0 = const and ∇Z = const, at distances of the order of

the wavelength, the original boundary-value problem reduces to the equation

D
(
D2
t + α2

)2 [(Dt − ∆

Rm

)
Dt −

D2

µρ

]
∆2ξ +

1

g(µρ)2H0

(
D2
t + α2

)
×

×
[
F 2 +

(
αD2

)2]Dξ = − b
(e)
n0

(µρ)2H0
−D

(
D2
t + α2

)2 [(Dt − ∆

Rm

)
Dt −

D2

µρ

]
∆2P,

which has a solution as a harmonic wave with two distinctly separate branches for
the frequency. The �rst type of oscillations is given by inertial waves, in which the
inertia and the Coriolis force play an important role. The frequency of inertial
waves is real; these waves are stable. The second type of oscillations comes
from the waves due to the combined action of magnetic forces, the gravitational
force, the Coriolis force, and boundary e�ects. In general, their frequency can
be complex, and so these waves can be unstable.

In particular, in the case of a frozen magnetic �eld, the boundary e�ects
considered above may promote an instability, which in turn is responsible for
the growth of the magnetic �eld. At the same time, by controlling the values of
the seed magnetic �eld, one can observe a time-steady process� this means that
the induced magnetic �eld can exist arbitrarily long. Moreover, in the absence
of the external magnetic �eld and under certain relation between the in�uencing
parameters several cases are possible: a steady-state wave regime may preserve,
an unstable wave regime may appear, or the wave process may decay.
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Abstract The article deals with image processing techniques using
machine vision, the ability to replace visual quality control
of technological products in industries requiring high-precision
measurements. The article represents the determination of the
boundaries of a titanium implant pin using the Sobel's method of the
MATLAB program. This method is based on the search for maxima,
allocates boundaries using the "edge strength"calculation, usually the
expression of the �rst derivative, such as the magnitude of the gradient,
and then the search for local maxima of the edge strength, using the
assumed direction of the boundary, usually perpendicular to the gradient
vector.
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Introduction

The Government program ¾Digital Kazakhstan¿ for 2017-2020 [1] is aimed at the
development and digital transformation in the economic sectors - development
of the digital industry through the automation of the transport and logical
system of the country, the introduction of digital technologies in the �eld of
industry; ensuring the availability of digital information; the implementation
of technologies for the creation of smart cities. The importance of digitization
is attached by the President of the Republic of Kazakhstan N.Nazarbayev:
"I announced in my Message to the people of Kazakhstan about the Third
Modernization, the core of which is digitalization."[2]

In connection with the development of industry, in our time the issue of
high-precision testing of product quality with the help of new technologies has
become urgent. Machine vision allows you to save, record images, shape, size,
location position, as well as the texture of the product. Visual inspection systems
with machine vision have a high speed of operation, the possibility of 24-hour
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operation and the accuracy and reliability of measurements. The advantage of
machines over a person is the absence of fatigue, illness or inattention.

Use of machine vision provides the following options:

1. The machine vision monitoring system will allow to exclude the human factor
in the visual inspection of the quality of products, which is of no small
importance in the manufacture of precision products, namely the production
of medical materials and products;

2. The machine vision monitoring system can be used as a technology to assess
the geometric parameters of an object, the presence of defects on the contours
of the part, on the thread, which is important for carrying out work in
applied materials research, metallurgy and obtaining medical materials and
products.

Machine vision is directly engineering direction, it includes digital input-
output devices and computer networks designed to control production
equipment, robotic manipulators or devices for extracting defective products.
Machine vision is a direction in engineering related to computer technology,
optics, mechanical engineering and industrial automation. One of the most
common applications of machine vision is the inspection of goods, such as
semiconductor chips [3], cars [4], food [5] and medicines [6]. Machine vision
control systems for product testing use digital and intelligent cameras, software
[7] for image processing proposed in and performing similar checks.

The article considers the use of computer vision techniques to control the
quality of dental implants, in this case the main part for control is a pin or
a screw, which is the root part inserted into the jaw tissue of the patient, its
integrity depends on the installation, implantation and further operation of the
implant.

Methods of machine vision for visual control of the
geometric parameters of objects (de�ning the boundaries
of the contour of the part)

The usage of computer vision techniques is promising for the quality control
of implants in medicine precisely in traumatology and dentistry. Since
endoprosthetics is an e�ective method of treating and restoring the integrity of
bone tissue. Implants can reduce the duration of treatment for severe diseases and
exclude rejection of the latter. The quality of the initial material and the quality
of the deposition during endoprosthetics are important in the manufacture of
the implant. The use of machine vision will replace the visual quality control
of medical implants on the machine. This will eliminate the human factor in
identifying the marriage, speed up the production process, reduce labor costs,
therefore reduce the cost of the �nished product and, most importantly, improve
the quality of the products.

We will consider a computer vision quality monitoring system that detects
defects associated with the geometric characteristics of the object. In particular,
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cylindrical parts and details of complex shape (in our case with a thread).
Consider some types of defects:

Figure 1 shows the defect of the implant carving in the form of a crack.
Cracks are fractures that occur at boundaries or inside crystals, as well as at
the location of nonmetallic inclusions as a result of metal over-stressing during
processing. Cracks in turn are divided into: shear cracks, stamping, cracks from
scratches, from hot bubbles.

Figure 1. Defect of the implant carving in the form of a fracture.

Figure 2 depicts a rags defect, �aws - are open gaps in the metal. Occur in
places that are most deformed: the surface and the edge.

Figure 2. Defect is a rags.

Figure 3 shows the defect - folds. Folds - crushed metal protrusions, formed
during the process of stamping the product or rolling the thread. Are located in
places of change of a cross-section of an article or on a thread pro�le.

Figure 4depicts the defect obtained as a result of inadequate use of tools.
Tool marks: longitudinal and annular risks arising from the movement of the
tool over the surface of the product.
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Figure 3. Defect - folds.

Figure 4. Defect - marks from tools.

Figure 5 shows a defect in the form of �ash. Flash - this is a defect in the
surface of the thread, which is a sharp, in the form of a ridge, protrusion, formed
when cutting.

Figure 5. Defect is a �ash.

The article presents the possibilities of machine vision:

1. Using the Sobel method to recognize contours, and using �lters to get a
sharper image. This allow us to apply machine vision to detect defects in
the boundaries of the pin products, i.e. directly its threads;

2. Using the MATLAB program to de�ne geometric parameters and contours
and output data.
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Theoretical Part

There are many approaches to the allocation of boundaries. They can be divided
into two categories: methods based on the search for maxima, and methods based
on the search for zeros. Methods based on the search for maxima distinguish
boundaries by calculating the "edge strength". These are expressions of the �rst
derivative of the magnitude of the gradient and then the search for local maxima
of the edge strength. Using the assumed direction of the boundary, it is usually
perpendicular to the gradient vector. Methods based on the search for zeros: they
search for the intersection of the abscissa axis with the second derivative, usually
the zeros of the Laplacian [8] or the zeros of the nonlinear di�erential expression,
as will be described later. As a preprocessing step, borders are almost always
applied to image smoothing, usually by a Gaussian �lter [9]. The published
methods for delineating boundaries are distinguished by the applied anti-aliasing
�lters and methods, as is the edge strength. Although many border allocation
methods are based on the calculation of an image gradient, they di�er in the
types of �lters used to calculate the gradients in the x- and y-directions. From
the point of view of image recognition, the most informative are the outlines of
objects, that is, their boundaries. The carrier of information is not the brightness,
but the boundary of the objects in the image.

The Sobel operator [10] is the discrete di�erential operator calculating
approximate value of a gradient of brightness of the image. Application of the
operator Sobel in each point of the image is or a vector of a gradient of brightness
in this point, or his norm. Used in the �eld of image processing is often used
in algorithms for delimiting boundaries. The Sobel operator is based on the
convolution of images by small separable integer �lters in vertical and horizontal
directions, so it is relatively easy to compute. On the other hand, the gradient
approximation is rather rough - this a�ects the high-frequency oscillations of
the image. The operator calculates the gradient of the brightness of the image
at each point. This is the direction of the greatest increase in brightness and
its magnitude in this direction. The result is how sharply or "smoothly"the
brightness of the image changes at each point, and hence the probability of
�nding a point on the face, and also the orientation of the boundary. In practice,
the calculation of the magnitude of the change in brightness (the probability of
belonging to the face) is more reliable and easier to interpret than the calculation
of the direction. Mathematically, the gradient of a function of two variables for
each image point (which is the brightness function) is a two-dimensional vector,
the components of which are the derivatives of the image brightness along the
horizontal and vertical lines. At each point of the image, the gradient vector is
oriented in the direction of the greatest increase in brightness, and its length
corresponds to the magnitude of the brightness change. This means that the
result of the Sobel operator at the point lying in the region of constant brightness
is the zero vector, and at the point of the region of di�erent brightness lying
on the boundary, a vector crossing the boundary in the direction of increasing
brightness. The operator uses 3x3 kernels with which the original image is folded
to calculate the approximate values of the derivatives horizontally and vertically.
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Let A be the original image, and Gx and Gy be two images on which each point
contains approximate derivatives with respect to x and y. They are calculated
as follows:

Gx =

−1 −2 −1
0 0 0

+1 +2 +1

 ∗A (1)

and

Gy =

−1 −2 −1
0 0 0

+1 +2 +1

 ∗A (2)

Where (* ) denotes a two-dimensional convolution operation.
The coordinate x here increases "to the right and y - "down". At each point

of the image, the approximate value of the gradient value can be calculated by
using the approximate values of the derivatives obtained:

G =
√
G2
x +G2

y (3)

Using this information, we can also calculate the direction of the gradient:

θ = arctan
Gy
Gx

(4)

where, for example, the angle θ is equal to zero for the vertical boundary,
which has the dark side to the left.

Since the brightness function is known only at discrete points, we can
not determine the derivatives until we set the brightness of the di�erentiable
function that passes through these points. With this additional premise, the
derivative of a di�erentiable luminance function can be calculated both from
the function with which measurements are taken-the points of the image. It
turns out that the derivatives at any single point are brightness functions from
all points of the image. However, the approximations of their derivatives can
be determined with a greater or lesser degree of accuracy. The Sobel operator
represents a more inaccurate approximation of the gradient of the image, but
it is su�ciently qualitative for practical application in many problems. More
precisely, the operator uses intensity values only in the neighborhood of 3 × 3
of each pixel to obtain an approximation of the corresponding image gradient,
and uses only integer values of the luminance weight coe�cients to estimate the
gradient.

The software implementation of the Sobel operator can e�ectively use
the SIMD-extensions of the command system of modern processors (code
vectorization), while the gain in the calculation speed of the operator can be
up to �ve times compared with the high-level implementation. Hand coding in
assembly language allows you to overtake such compilers as Microsoft Visual
C++ and Intel C++ Compiler. [11]
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The calculation of the Sobel operator is elementary parallel to an arbitrary
number of �ows (In the limit, each point of the resulting image can be calculated
independently of neighboring). For example, in the presence of two processors
(cores), the upper half-frame of the image can be processed by one of them, and
the bottom one by another.

For example, in the presence of two processors (cores), the upper half-frame
of the image can be processed by one of them, and the bottom one by another. As
an object, an implant was chosen which was a screw made of titanium, the image
of the implant was loaded into the MATLAB program. After this, the image was
transformed into a halftone image, which is shown in Fig1. Using the ability of
the MATLAB library, the code for using the Sobel transform was written. As a
result of the work of the program, an implant contour was identi�ed according
to which the defects can be identi�ed in the future as a result of its manufacture.
The resulting image of the implant contour is shown in Fig 2.

Practical Part

Using MATLAB R2014b, Sobel's masks [12] were applied to determine geometric
parameters and output data loops. As an object, an implant of the screw, was
made into the MATLAB R2014b program. Next, with the Image Processing
Toolbox, the execution of long-term encoding and debugging algorithms, allows
you to focus on solving the main scienti�c or practical problem. The main
structural unit of data in MATLAB is an array. To represent images, the data
in the arrays must carry information about the corresponding values of the
color intensities. MATLAB remembers most images as a two-dimensional array
(matrixes), in which each element corresponds to one pixel of the displayed
image. (The name of the pixel "pixel"is short for "picture element".) For
example, if the image consists of 200 rows and 300 columns, it is stored in the
MATLAB system as a matrix with a dimension of 200 × 300. This representation
of images simpli�es their processing and allows the full use of possibly MATLAB
systems, in particular, in the �eld of image processing. [13]

Halftone image is often used in practice in those cases when the conditional
di�erence between the brightness of one part of the image from another is not
enough. Therefore, after loading the image of the medical pin or screw into the
program MATLAB R2014b, the image was transformed into a halftone image
in the format double which is shown in Fig 1. For a set of possible halftones
are called gray levels (Eng. gray scale), regardless of whether a semitone of
what color or its hue is transmitted. Just as a binary image, often called "black
and white,"may look "black and green"when rendered. Thus, the gray levels
do not di�er in spectral composition (shade of color), but di�er in brightness.
The number of possible halftones in this case is the color depth, which is often
transmitted not in the number of halftones themselves, but in the number of bits
per pixel (Eng. bit per pixel, bpp). Which of the values in the acceptable range
will be considered the brightest, and which is the darkest does not matter. since
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the number being the value of each pixel is just a conditional brightness code.
It is enough to specify the direction of counting.

For example, there may exist halftone rasters, where 8 bits are allocated for
each pixel, the image has 256 semitones, and pixels with a value of 0 or 255 are
black, and vice versa, pixels with a value of 255 or 0 are white, the remaining
gray halftones will be evenly distributed between these values color index. [15]

Figure 6. Halftone image in double format in the program MATLAB R2014b.

The calculation of the Sobel operator is elementary parallelized to an
arbitrary number of streams (in the limit, each point of the resulting image
can be calculated independently of neighboring ones).

The Sobel operator consists of two separate operations [14]:

1. Smoothing with a triangular �lter in a direction perpendicular to the
derivative;

2. Finding a simple central change in the direction of the derivative.

The third stage of image processing is smoothing by a triangular �lter in
a direction perpendicular to the derivative and �nding a simple central change
in the direction of the derivative, which gives the normalized image shown in
Figure 7.

Consider the selection of boundaries by the Sobel method. The original image
is uploaded to MATLAB R2014b, then converted to grayscale in order to increase
the di�erence in brightness of one section of the image from the other and is
shown in Figure 6. The result is a normalized image, on which borders are
marked, is shown in Figure 7.

In MATLAB R2014b for image processing, the function hy=fspecial(`sobel');
labergb12 - this is a data transformation. The selection of borders by the Sobel
method and the output of the result on the screen.
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Figure 7. The normalized image of the screw in the MATLAB R2014b program.

Then we form a two-dimensional array of mismatches. The points of di�erence
of a pair of images are determined, a two-dimensional mask of discrepancies is
formed and primary �ltration of small spots is carried out. Forming and �ltering
the list of mismatch areas. A transition is made from the original representation
of the data, as a two-dimensional array of pixels, to the list of descriptions of
each individual area. The generated list of areas is subjected to successive stages
of analysis, �ltration, and simpli�cation. As a result of the above actions, the
obtained image is compared with the reference image (comparison operation K
= imlincomb (.1,2)); then a discrepancy (defect) or conformity.

Conclusion

In this article we consider image processing based on the MATLAB program that
allows you to create a data library with the content of the product standard
in this pin case and automatically the program will sort out the products.
This will automate product quality control with the help of computer vision
using (computer, MATLAB program, a system of selected image transformation
methods). All this will make it possible to automate the process of controlling
the quality of products at the production stages.
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One of the up-to-date areas of data processing is the development of
algorithms and technologies that allow you to monitor and to manage data
coming from a large number of sources. One of the possible options for
data processing is conveyor parallel data processing which is implemented as
standard functions in modern programming languages and allows you to work
simultaneously with data stored in the computer and to process the data of
many computers that are integrated into a single network. However, in real
conditions we have a situation where the data server is su�ciently remote from
the peripheral equipment and the users' computers. This situation results in
the increase of data processing time as the amount of incoming data increases
too. In such way the rapid data processing which in�uences on the safety and
operating mode of peripheral devices can be delayed. To improve the e�ciency
of work with a large data thread and to organize the priorities for work with data
it is proposed to use the technology of the work of the central processing unit
(CPU) with the threads for the work of the computer with data coming from
the network. The organization of work of the central processor with threads is
considered to be successful for the personal computer. This type of organization
is an advantage for work with real data.

To understand the interaction mechanism of the processor with threads it is
necessary to give de�nitions and information related to threads and processes
[1,2].

A thread in Windows is an object of the core. The operating system gives
it CPU time for executing applications. Each thread includes the following
resources:

- a code of the executable function;
- a set of processor registers;
- a stack for the application;
- a stack for operating system operation;
- an access token that includes information for the security system.
All these resources form the context of the thread in Windows. In addition to

the descriptor each thread in Windows also has its own identi�er which is unique
for threads implemented in the system. The identi�ers of the threads are used
by service programs that allow users of the system to monitor the operation of
threads.

In operating systems of Windows two types of threads can be determined:
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- system threads;
- users' threads.
System threads execute various operating system services, and they are

started by the operating system core. Users' threads are used to solve users'
tasks, and they are started by the application. In our case we will consider users'
threads. "Simultaneous"or "conveyor-parallel"operation of threads implies that
if there is only one processor with one core, only one thread can be executed every
moment of time. However, the operating system can quickly switch the processor
from one thread to another and the user has the illusion of the simultaneous
operation of several programs due to the high frequency of the processors. The
operating system usually requires 0.6 ns for the thread processing. This situation
is called a �pseudo-parallel� or "conveyor-parallel"operation of threads. You can
see the conveyor-parallel operation of threads in Figure 1. In the operation of the
processor with threads (processes) the ability to de�ne the priorities of threads
processed by the processor is important. The higher the priority the more time
is required for processing this thread.

Figure 1. The time interval required by operating system

We will consider the possibility of using this technology for the data
processing of a heat point. The main tasks of heat points are [3]:

- the transformation of the heat carrier;
- the control and regulation of the heat carrier parameters;
- the distribution of the heat carriers by heat consumption systems;
- the disconnection of heat consumption systems;
- the protection of heat consumption systems from emergency increase of the

heat carrier parameters;
- the account of heat carriers and heat consumption.
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Obviously, when carrying out these tasks, it is necessary to take into account
the priority of the task and to work not with one heat point, but with a number
of heat points that are serviced by the central heat point. It's easy to implement
the standard functions used with the CPU to work with processes:
An example of a computer program

BOOL CreateProcess

LPCTSTR lpApplicationName, // name of executable module

LPTSTR lpCommandLine, // command line

LPSECURITY_ATTRIBUTES lpProcessAttributes, // SD (security

// descriptor)

LPSECURITY_ATTRIBUTES lpThreadAttributes, // SD

BOOL bInheritHandles, // descriptor of inheritance

// parameter

DWORD dwCreationFlags, // flags of creation

LPVOID lpEnvironment, // new block of configuration

LPCTSTR lpCurrentDirectory, // name of current directory

LPSTARTUPINFO lpStartupInfo, // preset information

LPPROCESS_INFORMATION lpProcessInformation // process

// information

In our case the LPCTSTR executable lpApplicationName module performs
the maintenance of the heat point, i.e. you can start the required number of
processes that will monitor the operation of all the heat points involved in the
service of the central heat point. It is very important that there is a possibility
to ensure the safety of the operation of the heat point by installing the required
safety descriptor both for the operation of the de�nite heat point and for the
thread which is responsible for a particular task.

Let's consider in more details the work of the proposed methodology for
data processing of heat points. The scheme of operation of the system is shown
in Figure 2.

The main idea is that a process is created for the maintenance of each heat
point. It consists of 6 threads. Each thread corresponds to the task performed
by the heat station. So the thread No.1 corresponds to the transformation of the
heat carrier type, the thread �2 corresponds to the control and regulation of
the heat carrier parameters, the thread �3 - the distribution of the heat carriers
by the heat consumption systems, the thread �4 - the disconnection of the heat
consumption systems, the thread �5 - the protection of the heat consumption
systems from the emergency increase of the heat carrier parameters, the thread
number � 6 � the account of heat carriers and heat consumption.

To understand the operation of a personal computer with heat points we
need to consider the function of creating a thread in the Windows operating
system.

When you start a new process using the CreateProcess function, the thread
identi�er is stored in the dwThreadld block of the PROCESS_INFORMATION
structure which is activated after the return of the function call. The thread
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Figure 2. The scheme of data processing by a personal computer

reference is in the hThread block of the same structure. The thread is created
as a result of the function called CreateThread:

Create Thread

NULL, // default security attributes

0, // use default stack size

ThreadFunc, // thread function

&dwThrdParam, // argument to thread function

0, // use default creation flags

&dwThreadId); // returns the thread identifier

In the proposed technology of using processes and threads for the data
processing of heat points the ThreadFunc parameter re�ects a certain task
performed by the heat point.

It should be noted the possibility of introducing priorities in the data
processing coming from the heat points. This information refers to the creation
of the priority for a certain heat point and the priority of a certain task when
processing data coming from the heat point. It can be performed by analogy
with the priorities organization when operating with processes and threads. So
the priority class of the process is changed by the SetPriorityClass function call:

BOOL SetPriorityClass (HANDLE hProcess, DWORD fdwPriority);
This function changes the priority class of the process de�ned by the hProcess

handle according to the value of the fdwPriority parameter. The latter must
contain one of the values according to the priority. So far as SetPriorityClass
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accepts a process handle you can change the priority of any process implemented
in the system if its descriptor is known and has the appropriate access rights.

To change the priority of the primary thread we use the function:
BOOL SetThreadPriority( HANDLE hThread, int nPriority);
Obviously, the hThread parameter points to a thread which is changed. The

proposed methodology will allow to ensure high speed of data processing of heat
points as well as to increase the reliability and safety due to the introduction of
the priority of threads execution.
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